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Abstract: The capability of a manufacturer in satisfying the customer’s 
requirements is an important issue in the current competitive market. Since 
customers consider several correlated quality characteristics for selecting a 
product, designing the process variables to meet the required specification 
limits of the quality characteristics is essential. Furthermore, to attain the most 
satisfactory solution, a decision maker’s preference information should be 
incorporated into the optimisation procedure. This study suggests a posterior 
preference articulation approach based on NSGA-II and MOPSO, which is 
capable to increase customer satisfaction by generating non-dominated 
solutions within conformance region. The proposed method takes also into 
account the location and dispersion effects along with the correlation of among 
quality characteristics as well as the relative importance of them. To 
demonstrate the applicability of the approach, a computational analysis on two 
case studies is performed. Results confirm superiority of the suggested method 
in comparison with the existing posterior approaches. 
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1 Introduction 

The current competitive market has forced the manufacturers to provide customers’ needs 
by improving the quality of their products. In this regard, process design optimisation is 
an essential issue, which includes selecting design variables to meet the required 
specification of quality characteristics in a process. For this purpose, response surface 
methodology (RSM) recently has attracted the most attention due to its well performance 
in comparison with other approximation approaches. RSM explores the relationship 
between design variables and a quality characteristic via a group of statistical and 
mathematical techniques and then optimises quality characteristic with respect to the 
design variables. Although most of the RSM-based techniques focus on problems with 
only a quality characteristic, the real-world applications often encounter more than one 
interested quality characteristic which is called the multiple response optimisation (MRO) 
problem. According to the definition of MRO problem, the multi-objective optimisation 
(MOO) methods can be successfully utilised for solving MRO problem. In the MOO 
survey, the existing approaches are classified into three major groups: 

1 prior preference articulation 

2 progressive preference articulation 

3 posterior preference articulation (Korhenen et al, 1992; Steuer, 1986). 

The majority of the existing approaches in MRO literature such as Vining (1998), 
Allandeh et al. (2010), Najafi et al. (2011), Salmasnia et al. (2012a, 2012b), Hejazi et al. 
(2013), Salmasnia and Bashiri (2015), Ouyang et al. (2013), Sharma et al. (2013), Babu 
et al. (2013), Bera and Mukherjee (2013), Pervez et al., (2018), Moslemi et al. (2018a), 
Limon-Romero et al., (2018), Köksoy and Zeybek (2019), Ganapathy et al., (2019), 
Chakraborty et al., (2019), Saini et al., (2019), and Tajane and Pawar (2019) are 
categorized into the prior preference articulation. Also, several progressive approaches 
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have been proposed to find a compromise solution in MRO problem. Some instances are 
Koksalan and Plante (2003), Jeong and Kim (2003; 2005; 2009), Park and Kim (2005), 
Koksoy (2006a, 2006b, 2008), Lee and Kim (2012), Salmasnia et al. (2013a, 2017) and 
Noorossana et al. (2014). According to the best of our knowledge, only few research 
including Peterson (2004), Costa et al. (2011), Lee et al. (2010; 2011) and Salmasnia  
et al. (2013b), Costa and Lourenço (2015) have been developed posterior approaches for 
solving MRO problems.  

The prior preference articulation approaches combine multiple responses into a single 
function and solve it as a single objective optimisation problem. In such approaches, a 
decision maker (DM) before the solving process must specify the required preference 
information. However, in many situations the preferred trade-off among responses can 
not been determined in advance because of difficulties in assessment of the DM’s 
preference structure. The Progressive preference articulation methods give DM the 
opportunity to incorporate his/her preferences during the solving process. However, the 
progressive methods often need a considerable amount of time on the part of DM and 
may not be very useful for large size problems. The Posterior preference articulation 
approaches do not require any articulation of DM’s preference information in advance or 
during the solving process. In Posterior approaches, after generating all (or most) of the 
non-dominated solutions, DM selects the most preferred solution among the obtained 
non-dominated solutions. However, such approaches usually generate a large number of 
solutions, and hence, it becomes difficult for decision maker to select the best solution 
among the efficient solutions. In spite of the advantages of posterior methods, they are 
rarely utilized to solve the MRO problems. Koksoy (2008) proposed a new approach 
based on the mean square error and solved the suggested model by generalised reduced 
gradient (GRG) method. Lee et al. (2010) presented a three-stage method to optimise 
location and dispersion effects of a single response variable. In this method, a set of  
non-dominated solutions are generated by applying the ε-constraint method. Lee et al. 
(2011) developed their previous posterior approach by using a modified ε-constraint 
method to attain the strongly non-dominated solutions. In addition, they employed an 
interactive selection technique to choose the most satisfactory solution. It is worth to 
mention that that method only considers the location effect ignoring dispersion effect of 
responses. Costa et al. (2011) introduced a method for optimising dual and multiple 
response problems via employing two approaches of the mean square error and global 
criteria method. Baril et al. (2011) proposed a method to generate Pareto set, which 
integrates the feasibility modeling technique and the interactive multi-objective algorithm 
under DM’ preferences (IMOP) in a unified framework. Salmasnia et al. (2013b) 
presented a robust posterior articulation approach that uses Taguchi’s signal to noise ratio 
for considering both location and dispersion effects. Costa and Lourenço (2015) 
suggested an approach with three separate methods namely, Desirability-based method, 
Global Criteria-based approach and Physical Programming. In these models location 
effect of responses along with relative importance of them are considered. Moslemi etal 
(2018, b) presented a new posterior method for cascade processes consisting of multiple 
stages. All of the above mentioned posterior methods ignore possible correlation among 
quality characteristics, which may lead to an unrealistic solution. They also do not 
guarantee that all quality characteristics fall within their corresponding specification 
limits. 

Another important issue in optimisation problems is consideration of customer 
satisfaction. Two types of approaches are able to consider this property: 
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1 desirability function-based approaches 

2 process capability index-based approaches. 

Desirability function initially introduced by Harington (1965) and then modified by 
Derringer and Suich (1980). This function transforms an estimated response into a scale 
free value in the interval [0, 1]. Most of desirability function-based approaches despite 
considering the customer satisfaction neglect the variance-covariance structure of 
responses. Although there are few studies such as Salmasnia et al. (2012a, 2012c, 2013c) 
that take into account the correlation of among quality characteristics, they often do not 
pay attention to relative importance of responses. 

Process capability analysis is concerned with assessing the capability of a process in 
satisfying the customer’s requirements by producing products within conformance 
region. In MRO literature, only few approaches are in the basis of the process capability 
Indices. These approaches assume either independency among responses or equal relative 
importance for quality characteristics. In addition, the most of them are applicable for 
only nominal-the-best type responses. Some of the proposed methods in this context are 
as follows: 

Ch’ng et al. (2004) proposed the sum of the weighted univariate Cpm indices to 
aggregate mean and variance of several responses into a unique model. Plante (2001) 
suggested the geometric mean of the univariate process capability index (Cpm) of 
responses as a new unifying mathematical model. Recently, Noorossana et al. (2014) 
proposed a three stages interactive approach in basis of artificial neural network, genetic 
algorithm and the sum of the weighted univariate Cpm indices. The mentioned approaches 
take into account both location and dispersion effects as well as the relative importance of 
quality characteristics in the optimisation process. However, these approaches assume 
that responses are mutually independent which especially in cases with high correlation 
among responses may lead to an unrealistic result. To overcome this drawback, Awad 
and Kovach (2011) proposed a method to maximise the multivariate process capability 
index (MCpm) that was introduced by Chan et al. (1991). Amiri et al. (2012) suggested an 
approach for problems with several non-normal responses. In that approach MCpm is 
computed for each treatment and then the geometric mean of MCpms is obtained for each 
factor level. Finally, the factor level with the highest geometric mean value is selected as 
optimal level. Bera et al. (2013) suggested an approach based on the principle component 
analysis and multivariate process capability index to take into account the location and 
dispersion effects of correlated responses. Although Awad and Kovach (2011), Amiri  
et al. (2012) and Bera and Mukherjee (2013) consider the variance-covariance structure 
of the responses, they assume that the covariance value is constant over the process 
region. Furthermore, they do not take into account the relative importance of responses in 
the optimisation process. 

According to the mentioned above, this study suggests a posterior articulation method 
that considers customer satisfaction via employing the multivariate process capability 
index. Furthermore, the proposed method takes into consideration the location and 
dispersion effects of responses along with correlation structure and relative importance of 
quality characteristics. Table 1 shows the characteristics of different multi-response 
approaches presented in the literature.  
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Table 1 A characteristic comparison of the existing approaches and the proposed method 

Method TS TDMP LE DE CE SLN CS RI 
Derringer (1994) Continuous Prior ✓   ✓ ✓ ✓ 
Kim and Lin (2000) Continuous Prior ✓   ✓ ✓  

Kim and Lin (2006) Continuous Prior ✓ ✓  ✓ ✓  

Salmasnia et al. (2012b) Continuous Prior ✓ ✓ ✓ ✓ ✓  

Pignatiello (1993) Continuous Prior ✓ ✓ ✓   ✓ 
Vining (1998) Continuous Prior ✓  ✓   ✓ 
Ko et al. (2005) Continuous Prior ✓ ✓ ✓   ✓ 
Lin and Tu (1995) Continuous Prior ✓ ✓  ✓   

Kazemzadeh et al. (2008) Continuous Prior ✓ ✓ ✓  ✓ ✓ 
Su and Tong (1997) Discrete Prior  ✓ ✓    

Antony (2000) Discrete Prior  ✓ ✓    

Fung and Kang (2005) Discrete Prior  ✓ ✓ ✓   

Plante (2001) Continuous Prior ✓ ✓   ✓ ✓ 
Awad and Kovach(2011) Continuous Prior ✓ ✓ ✓  ✓  

Amiri et al. (2012) Discrete Prior ✓ ✓ ✓  ✓  

Bera and Mukherjee 
(2013) 

Continuous Prior ✓ ✓ ✓ ✓ ✓  

Noorossana et al. (2014) Continuous Progressive ✓ ✓   ✓ ✓ 
Jeong and Kim (2009) Continuous Progressive ✓   ✓ ✓  

Koksoy (2006a) Continuous Progressive ✓ ✓     

Lee and Kim (2012) Continuous Progressive ✓ ✓    ✓ 
Park and Kim (2005) Continuous Progressive ✓ ✓  ✓  ✓ 
Koksoy (2008) Continuous Posterior ✓ ✓  ✓  ✓ 
Lee et al. (2010) Continuous Posterior ✓ ✓  ✓  ✓ 
Lee et al. (2011) Continuous Posterior ✓   ✓  ✓ 
Costa et al. (2011) Continuous Posterior ✓ ✓  ✓  ✓ 
Baril et al. (2011) Continuous Posterior ✓ ✓  ✓  ✓ 
Salmasnia et al. (2013b) Continuous Posterior ✓ ✓  ✓  ✓ 
Costa and Lourenço 
(2015) 

Continuous Posterior ✓   ✓  ✓ 
Pervez et al. (2018) Continuous Prior ✓ ✓     

Notes: Type of methods by timing of the decision maker’s preference information 
articulate (TDMP); type of search within the experimental design (TS); location 
effect (LE); dispersion effect (DE); correlation among responses (CE); usability 
for all three types of smaller-the-better, larger-the-better and nominal-the-best 
responses, (SLN); customer satisfaction (CS); and relative importance of 
responses (RI). 
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Table 1 A characteristic comparison of the existing approaches and the proposed method 
(continued) 

Method TS TDMP LE DE CE SLN CS RI 
Moslemi et al. (2018b) Continuous Posterior ✓ ✓     

Moslemi et al. (2018a) Continuous Prior ✓ ✓     

Limon-Romero et al. 
(2018) 

Continuous Prior ✓ ✓     

Köksoy and Zeybek 
(2019) 

Continuous Prior ✓ ✓ ✓    

Ganapathy et al. (2019) Continuous Prior ✓ ✓     

Chakraborty et al. (2019) Discrete Prior ✓   ✓  ✓ 
Saini et al. (2019) Continuous Prior ✓ ✓     

Tajane and Pawar (2019) Continuous Prior ✓ ✓ ✓    

The proposed method  Continuous Posterior ✓ ✓ ✓ ✓ ✓ ✓ 

Notes: Type of methods by timing of the decision maker’s preference information 
articulate (TDMP); type of search within the experimental design (TS); location 
effect (LE); dispersion effect (DE); correlation among responses (CE); usability 
for all three types of smaller-the-better, larger-the-better and nominal-the-best 
responses, (SLN); customer satisfaction (CS); and relative importance of 
responses (RI). 

The rest of this paper is presented in the following order: Section 2 presents the proposed 
method for solving the MRO problems. Section 3 demonstrates the applicability of the 
suggested method through two industrial case studies from the literature and provides 
three comparative studies for each numerical example. Finally, conclusions are reported 
in Section 4. 

2 Proposed methods 

In this work, a posterior preference articulation method is suggested. It uses the 
multivariate process capability index to consider the customer’s needs via producing the 
products in a way that the quality characteristics meet their corresponding conformance 
regions. It also employs the weighted statistical distance to take into account the relative 
importance and variance-covariance structure of quality characteristics in the 
optimisation procedure. Therefore, the proposed method reduces the MRO problem to a 
bi-objective optimisation problem with the weighted statistical distance and the 
multivariate process capability index as objectives. NSGA-II and MOPSO are conducted 
on the mentioned objectives to generate the non-dominated solutions. Finally, three 
performance measures are utilised to assess the generated Pareto sets. To develop the 
method, we first define the variables and parameters of the method. Then, the 
methodology of the suggested approach is described in detail. 

2.1 Parameters and variables  

The used parameters in the paper are defined as follows: 
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Problem parameters 

x Design vector (is a n × 1 vector, n = the number of control variables). 

y Response vector (is a r × 1 vector, r = the number of response variables). 

yijt The observed value of the jth response under the ith experimental run in the t+ 
replication. 

ijy  The sample mean of the jth response under the ith experimental run.  

2
ijσ  The sample variance of the jth response under the ith experimental run. 

σijk The sample covariance between the jth and kth responses under the ith 
experimental run. 

LSLj Lower specification limit of the jth response. 

USLj Upper specification limit of the jth response. 

LPLj Lower process limit of the jth response. 

UPLj: Upper process limit of the jth response. 

Tj : Target value of the jth response. 

Ln(WSDi) The natural logarithm of weighted statistical distance for the ith experimental 
run. 

Ln(CpMi) The natural logarithm of process capability index for the ith experimental run. 

( )ˆLny WSD  The fitted response surface for the natural weighted statistical distance. 

( )ˆLny CpM  The fitted responses surface for the natural logarithm of process capability 
index. 

W The weight matrix for y (is a r × r diagonal matrix). 

wj The weight of the jth response. 

i: The variance-covariance matrix of responses in the ith iteration (is a r × r 
matrix). 

m The number of replications of each response variable in the experimental 
design 

Δ Spacing metric. 

C  Set coverage metric. 

NPS Number of Pareto solution.  

Ω Experimental region. 
Method parameters 

Qt Offspring at iteration t in NSGA II 

N population size in NSGA II 
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Pt parent population in NSGA II 

Rt entire population in NSGA II 

Fi: fronts in NSGA II 
i

tV  velocity of the ith particle at iteration t in MOPSO 

i
tp  position of the ith particle at iteration t in MOPSO 

C  Normalized set coverage metric  

Δ Spacing metric  

NPS Number of Pareto solutions. 

2.2 Model development 

The framework of the proposed method consists of three phases: 

1 data gathering and model building 

2 pareto optimal set 

3 performance measures for comparison of non-dominated sorting algorithms. 

In the first phase, the used weighted statistical distance and multivariate process 
capability index are introduced and then are estimated in terms of design variables. Next, 
in the second phase, the Pareto optimal sets are generated by conducting the non-
dominated sorting algorithms on the mentioned objectives. Finally, in the third phase, the 
generated Pareto sets are statistically compared with respect to three performance 
metrics. Figure 1 depicts the conceptual framework of the suggested method. 

Figure 1 Conceptual framework of the proposed method 

Phase 1: Data gathering 
and model building 

Select a suitable design of 
experiment and find the 

response surfaces of 𝑊𝑆𝐷 
and 𝐶𝑝𝑀 

Phase 3: performance measures for 

comparison of non-dominated sorting 

algorithms 

Evaluate the generated 
Pareto sets by the 

performance measures 

Performance metrics: 𝐶̅, Δ and NPS 
Response surfaces: 𝑦ො௅௡ሺௐௌ஽ሻ and 𝑦ො௅௡ሺ஼௣ெሻ 

Phase 2: Pareto optimal 
set 

Generate the non-dominated 
solutions by NSGA-II and 

MOPSO 

Non-dominated 
solutions 

 

2.2.1 Phase 1: data gathering and model building 
The weighted statistical distance (WSD) is a multivariate function, which shows the 
weighted deviation of the mean quality characteristics from their corresponding targets 
by considering the variance-covariance structure of quality characteristics. 
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( ) ( )1ΣT
j jWSD y T W y T−= − −  (1) 

where –1 is the inverse sample variance-covariance matrix of responses.  
Process capability analysis is a known method used to relate product/ process 

performance to customer specifications. It quantifies a process’s ability to meet customer 
requirements. As a result, process capability indices can be used to provide a measure of 
customer satisfaction. For calculating these indices firstly for each quality characteristic 
three parameters of: 

1 target value 

2 upper specification limit (USL) 

3 lower specification limit (LSL) are estimated by marketing department based on 
customer s’ point-of-view. 

The difference between USL and LSL, called the customer tolerance interval, provides a 
measure of allowable process spread (i.e. customer requirements). In other words, an item 
produced outside the customer tolerance interval is called a defective product. 

According to the mentioned explanations, customer satisfaction increases as the 
process has greater ability to be near the target. Larger values of the process capability 
indices indicate higher customer satisfaction while lower values show poorer customer 
satisfaction.  

The employed multivariate process capability index (CpM) is based on the ratio of the 
engineering tolerance region volume to the modified process region volume. The 
modified process region is defined the smallest region similar in shape to the engineering 
tolerance region. Figure 2 illustrates the elliptical actual process region, the rectangular 
modified process region, and the engineering tolerance region for r = 2. In this Figure, 
UPLj and LPLj are the edges of the modified process region. 

3
.

.
rVol engineering tolreance regionCpM

Vol modified process region
 =  
 

 (2) 

Figure 2 Illustration of multivariate process capability index when r = 2 
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Since the multivariate process capability index is a ratio of the tolerance region to the 
modified process region, the values greater than or equal to one indicate that all responses 
are within the specification limits that predetermined by customers. Thus, the customers 
are satisfied by results that fulfil their needs. On the other hand, values less than one 
cannot satisfy customers because at least one quality characteristic is outside the 
tolerance region. The CpM ratio is also capable of considering the correlation among 
quality characteristics, but it cannot take into account the location effect.  

The combination of weighted statistical distance function and multivariate process 
capability index makes a suitable model that is able to find solutions which satisfies the 
customer’s needs and incorporates the variance-covariance structure of responses and the 
deviation of the mean responses from their corresponding targets in a unifying model. It 
also relaxes the assumption of equal relative importance of interested quality 
characteristics, which is neglected in many MRO approaches. In another word, these two 
criteria complete each other’s tasks; one considers the location effect and relative 
importance of responses but cannot guarantee that the non-dominated solutions fall 
within the specification region, whereas the other one can consider this property. The first 
step in MRO-solving approaches is often identification of the most important control 
variables. With no exception, also in this study, the design factors that may have 
significant effects on the weighted statistical distance and the process capability index 
must be identified. After finding the significant design variables, design of experiment 
(DOE) and RSM are applied to estimate the objectives under consideration (i.e., WSD, 
CpM). Therefore, a suitable experimental design, as a test or series of tests in which some 
changes deliberately are made on the control variable values, is utilised to detect the 
reasons of changing that may observe in the weighted statistical distance and the process 
capability index. Experimental designs such as Central composite, Box-Behnken, full 
factorial and fractional factorial designs are common in the data collection phase.  

Since variance-covariance matrix is required for computing WSD and CpM, the 
sample mean and variance of the jth response as well as the sample covariance among the 
jth and the kth quality characteristics in the ith experimental run can be computed by 
following formulas:  

1

m
ijt

ij
t

y
y

m=

=  (3) 

( )22

1

1
1

m

ijt ijij
t

σ y y
m =

= −
−   (4) 

( )( )
1

1 ,
1

m

ijk ijt ij ikt ik
t

σ y y y y j k
m =

= − − ∀ ≠
−   (5) 

After calculating the sample mean and constructing the sample variance-covariance 
matrix (i) of the ith iteration, the values of the weighted statistical distance function and 
multivariate process capability index for the ith experimental run can be evaluated via 
equations (6) and (7), respectively.  
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( ) ( )

2
12 11
2

2 22

2
1 2

1

i i ri

i r i ri
i

ir ir ir

T
i ij iji

σ σ σ
σ σ σ

σ σ σ

WSD y T W y T
−

 
 
 =  
  
 

= − −








   


 (6) 

where W is a diagonal matrix, which the sum of its diagonal elements is equal to 1. The 
1Σi

−  denotes the inverse variance-covariance matrix in the ith iteration.  

( )
( )

1

1

1

r rj jj
i r

j jj

USL LSL
CpM

USL LSL
=

=

∏ − 
=   ∏ − 

 (7) 

As mentioned before, UPLj and LPLj are the upper and lower process limits of the jth 
response and are obtained as follows: 

( )
( )

( )
( )

2 1 2 1
, ,

1 1

det det
,

det det
α r α rij ij

j ij j ij
i i

χ χ
UPL y LPL y

− −

− −

 
= + = −

 
 (8) 

where det ( )1Σi
−  denotes the determinant of the inverse variance-covariance matrix of 

responses in the ith iteration and det ( )1Σij
−  is determinant of 1Σij

−  which is obtained via 

deleting the jth row and column from 1 2
,. α ri χ−  denotes the upper 100(α)% of a  

chi-square distribution with r degree of freedoms associated with the probability contour. 

Figure 3 Relationship of the original criteria values and their natural logarithm values (see online 
version for colours) 

  

After the computation of the weighted statistical distance and the multivariate process 
capability index in all experimental runs, the response surfaces of Ln (CpMi) and Ln 
(WSDi) can be fitted in terms of significant control variables. Since the weighted 
statistical distance and the multivariate process capability index are inherently positive, 
their natural logarithm transformations are estimated. It is worth to remark that even 
though ( ) ( )ˆ ˆand Ln WSDLn CpMy y  take negative values, their corresponding CpM and WSD 
would always be positive. Figure 3 illustrates relationship of the original values of the 
equations (6) and (7) with their natural logarithm values by a small instance. It is 
important to note that the relationship between design factors and the mentioned criteria 
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must be well modelled. Otherwise, obtained solutions from the model by any MRO 
approach may not be reliable.  

2.2.2 Phase 2: Pareto optimal set 
This phase generates a set of non-dominated solutions as a Pareto optimal set by solving 
the following mathematical problem: 

( ) ( )ˆ ˆ,

. : Ω
Ln WSDLn CpMMinimize Z y y

s t X

= −  
∈

 (9) 

Definition: A point x* is considered as a non-dominated solution, if there does not exist 
another point x in the experimental region such that one of the three below modes occurs: 

1 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆand Ln WSD Ln WSDLn CpM Ln CpMy x y x y x y x∗ ∗< − ≤  

2 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆand Ln WSD Ln WSDLn CpM Ln CpMy x y x y x y x∗ ∗≤ − <  

3 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆand Ln WSD Ln WSDLn CpM Ln CpMy x y x y x y x∗ ∗< − <  

This phase aims to generate a Pareto optimal set to provide sufficient insight into trade-
offs between two criteria under consideration. Carlyle (2003) introduced three desirable 
properties for evaluating the quality of a Pareto optimal set namely, diversity (a wide 
range of non-dominated solutions), uniformity (a uniform distribution of the  
non-dominated solutions) and cardinality (a large number of non-dominated solutions). 
According to the mentioned properties, two evolutionary multi-objective optimisation 
algorithms NSGA-II and MOPSO are selected to generate the efficient Pareto optimal set 
that will be explained in below. 

2.2.2.1 NSGA-II  
NSGA-II is one of the most popular methods among the evolutionary multi-objective 
optimisation (EMO) algorithms that was introduced by Deb et al. (2000) and recently has 
been employed widely by some researchers such as Frotus and Tohme (2013), Yadav et 
al. (2014), Safarsadeh and Matahhar (2014), Rajabi-Bahmani et al. (2015), Liu et al. 
(2015) and Arora et al. (2016). It has the ability to find much spread solutions over the 
Pareto optimal set-in contrast to most of the conventional techniques that employ one 
elite-preservation strategy. In the first step, NSGA-II creates the offspring Qt from the 
parent population Pt by utilising tournament selection, recombination (crossover) and 
mutation operators. Then, these two populations are combined to form the entire 
population Rt of size of 2N, where N is population size. Next, a non-dominated sorting is 
conducted to classify Rt. Finally, the new population is filled by solutions of different 
fronts Fi in the basis of their ranks. When the last front is being considered, there may 
exist more solutions than the remaining slots in the new population. In this situation, a 
crowding sort of procedure is done to choose the members of the last front in a way that a 
diverse set of solutions is selected from this front set. 

The schematic of NSGA-II algorithm is depicted in Figure 4 and pseudo code of 
algorithm also illustrated in Figure 5. 
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Figure 4 Schematic of the NSGA-II procedure 
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Figure 5 NSGA-II algorithm (see online version for colours) 

1. While iteration number is less than the maximum iteration do 

2. Create 𝑅𝑡  by incorporating offspring and parent populations  

3. Carry out a non-dominated sorting to 𝑅𝑡  and identify different fronts 𝐹𝑖  
4. Set new population 𝑃𝑡+1 = Ø and counter 𝑖 = 1. 

5. While |𝑃𝑡+1| + |𝐹𝑖| < 𝑁 do 

6. Carry out 𝑃𝑡+1 = 𝑃𝑡+1 ⋃𝐹𝑖   and 𝑖 = 𝑖 + 1  
7. End while 

8. Carry out the crowding sort process and involve the most widely spread (𝑁 − |𝑃𝑡+1|) solutions. 

9. Create offspring population 𝑄𝑡+1 from 𝑃𝑡+1 using the crowded tournament 

selection, crossover and mutation operators. 

10. End while  

2.2.2.2 MOPSO 
Coello et al. (2004) proposed MOPSO algorithm as one of the fastest algorithms among 
the EMO algorithms. Zhu et al. (2015), Meza et al. (2015) and Zhang and Chen (2016) 
are some researchers who employed the MOPSO algorithm in their studies. In the first 
step, MOPSO initialises a swarm of particles. Then, the non-dominated solutions are 
determined and stored in an external archive called repository. Next, the hypercubes are 
constructed via dividing the search space in order to determine a leader for each particle 
of the swarm. The classical roulette wheel selection is employed to select a hypercube in 
which selection probability of each hypercube has inverse relationship with the number 
of repository members in the given hypercube. Later on, a leader is selected randomly, 
and the position of particle is updated. Finally, the mutation operator is performed for 
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better search and the personal best position is updated. Figures 6 and 7 illustrate the 
representation of a searching point and the pseudo code of MOPSO algorithm, 
respectively.  

Figure 6 Schematic of the MOPSO procedure (see online version for colours) 

𝒑𝒍𝒆𝒂𝒅𝒆𝒓𝒊  

𝒑𝒕ା𝟏𝒊  

𝒑𝒃𝒆𝒔𝒕𝒊  

𝒑𝒕𝒊  𝑽𝒕𝒊   

Figure 7 MOPSO algorithm 

1. Initialize a swarm of particles. 

2. Initialize velocity and personal best of the 𝑖𝑡ℎparticle as 𝑽𝟎𝒊 = 𝟎 and 𝑷𝒃𝒆𝒔𝒕𝒊 = 𝑷𝒊, 
respectively 

3. Construct the repository by identifying the non-dominated solutions 

4. While iteration number is less than the Maximum iteration do 

5. For each particle do 

6. Construct the hypercube via dividing the search space  

7. Select a leader for the 𝑖𝑡ℎparticle from the repository 

8. Update velocity and position of the 𝑖𝑡ℎparticle 

9. Conduct mutation operator on particles and update the personal best of the 𝑖𝑡ℎparticle. 

10. End for 

11. Update the repository. 

12. End while.  
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2.2.3 Phase 3: performance measures for comparison of non-dominated sorting 
algorithms 

The purpose of this phase is introducing three performance measures for comparison of 
the obtained Pareto optimal sets from non-dominated sorting algorithms. As mentioned in 
the previous phase unlike the single objective optimisation methods, which aim to find 
the best or near the best solution, the multi-objective optimisation algorithms such as 
NSGA-II and MOPSO look for three features simultaneously: 

1 diversity 

2 uniformity 

3 cardinality. 

In this regard, three famous metrics are utilised as follows: 

2.2.3.1 Normalised set coverage metric ( )C  

Set coverage metric was proposed by Zitzler and Thiele (1998) for comparing two 
different Pareto sets. Assume in a problem, there are two sets of non-dominated solution 
A and B. set coverage metric C (A, B) computes the fraction of B, which is weakly 
dominated by A as equation (10): 

( ) { }Ε :
,

b B α A a b
C A B

B
∈ ∈

=


 (10) 

where a ≼ b means that solution a weakly dominates solution b. C (A, B) = 1 
demonstrates that all the non-dominated solutions in B are weakly dominated by A. On 
the other hand, C (A, B) = 0 means that none of the points in set B can be weakly 
dominated by A. It is worth to notice that since the C (A, B) is not necessary equals to 1 
–C (B, A) both C (A, B) and C (B, A) must be considered. For simplifying the comparison 
of the two sets, the normalized set coverage metric ( )C  is proposed as equation (11). 
This equation assures ( ) ( ), 1 ,C A B C B A= −  which makes comparison of algorithms 
easier than set coverage metric. With respect to the mentioned definition, 

( ) ( ), ,C A B C B A≥  indicates that set A has better coverage than B. 

( ) ( )
( ) ( )

,
,

, ,
C A B

C A B
C A B C B A

=
+

 (11) 

2.2.3.2 Spacing metric (Δ) 
Spacing metric was introduced by Deb et al. (2001). It measures the spread of solutions 
of a Pareto set in the entire region through computing variance of distances of the 
neighbouring solutions in the given Pareto set.  

1

Δ
n

i

i

d d
n=

−=  (12) 

where 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }2 2

min ,

ˆ ˆ ˆ ˆ ,

i

i k i k
Ln WSD Ln WSDLn CpM Ln CpM

d k n

k i y x y x y x y x d

= ∈

   ≠ − + −  
 

is mean of the Euclidian distances (di) and n denotes the number of non-dominated 
solutions in the Pareto set. According to the mentioned definition for spacing metric, the 
smaller value of Δ is more desirable.  

2.2.3.3 Number of Pareto solutions 
This metric is used to measure the cardinality of algorithm and the higher value of NPS 
shows the better performance of algorithm. 

3 Numerical example 

In order to illustrate the applicability of the proposed method, two industrial case studies 
from Pignatiello (1993) and Costa et al. (2011) are employed. In each numerical example 
three comparative studies are performed. Since posterior approaches have been rarely 
investigated in the MRO literature, In the first comparative study the performance of the 
most popular methods for generating Pareto set consisting of NSGAII, MOPSO and ε -
constraint are compared to each other. The second comparative study includes the 
comparison of the most well-known Posterior approaches in the MRO literature. Finally, 
for more clarification of joint optimisation importance of multivariate process capability 
index and weighted statistical distance, the proposed method is compared to  
state-of-the-art methods in the literature as well as individual optimisation of multivariate 
process capability index and weighted statistical distance, separately. 

3.1 Example 1 

The case study given in Pignatiello (1993), which is used in this section, consists of two 
correlated quality characteristics (y1,y2) and three process variables (x1, x2, x3). It is 
assumed that the target values of the quality characteristics are 103 and 73 and the 
specification limits are (97,109) and (70, 76) for y1 and y2, respectively.  

The procedure of the proposed method on this example is described as follows: 

3.1.1 Phase 1: data gathering and model building 
The experiment is conducted in a full factorial design with four replications and the 
results are displayed in Table 2. 

The 2, andij ijkijy σ σ  for these two responses in eight experimental runs are calculated 
via equations (3) to (5), and the obtained results are shown in Table 3. Then, the weight 
matrix should be selected based on standards of organisation or decision maker’s 
subjective judgments. For further analysis in the cases with more than two responses, the 
weight matrix can be determined through one of the weight generation methods in 
literature such as Moeini et al. (2011) and Ahmadi-Javid and Moeini (2015). 
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Table 2 The Experimental results of numerical example 
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Table 3 The results of sample mean, variance and covariance 

Experimental run x1 x2 x3 1y  2y  2
1σ  2

2σ  σ12 

1 –1 –1 –1 100.033 65.4559 0.0204 0.214 0.1679 
2 1 –1 –1 100.174 66.9308 0.1608 0.5756 0.2686 
3 –1 1 –1 105.696 72.6846 0.0804 0.0659 0.0611 
4 1 1 –1 104.365 73.614 0.0927 0.3364 0.1295 
5 –1 –1 1 111.039 67.6064 9.5182 3.8199 5.6372 
6 1 –1 1 98.791 65.4431 12.4972 8.4992 8.5411 
7 –1 1 1 105.291 75.4543 5.4127 6.6345 4.1672 
8 1 1 1 103.548 74.4227 6.3525 18.7178 10.7214 

( ) 1 2 3 2 3ˆ 0.1389 0.1538 0.1007 0.9597 0.9991Ln CpMy x x x x x= − + − −  (13) 

( ) 1 2 3 2 3

1 2 3

0.5 0
0 0.5

ˆ 2.509 0.803 1.214 1.312 0.791
0.562

Ln WSD

W

y x x x x x
x x x

 
=  
 

= − − − −
+

 (14) 

( ) 1 2 3 2 3

1 2 3

0.34 0
0 0.66

ˆ 2.509 0.941 1.038 1.462 1.055
0.468

Ln WSD

W

y x x x x x
x x x

 
=  
 

= − − − −
+

 (15) 

( ) 1 2 3 1 3

2 3 1 2 3

0.57 0
0 0.43

ˆ 2.539 1.071 1.029 1.594 0.227
1.203 0.468

Ln WSD

W

y x x x x x
x x x x x

 
=  
 

= − − − −
− +

 (16) 

( ) 1 2 3

0.2 0
0 0.8

ˆ 2.613 0.836 1.411 1.088Ln WSD

W

y x x x

 
=  
 

= − − −
 (17) 

In this example, four weight matrices are considered. The natural logarithm of the 
process capability index and the weighted statistical distance are calculated in each 
experimental run based on the response values in Table 2 and the weight matrices. Table 
4 summarises the obtained results for the interested criteria. Finally, the response surfaces 
of Ln(CpM) as well as Ln(WSD) for different weight matrices are estimated as follows: 
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Table 4 The results of constructing the new responses 
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3.1.2 Phase 2: Pareto optimal set 
In this section, two suggested meta-heuristic algorithms namely, NSGA-II and MOPSO 
as well as ε-constraint method, which is proposed in Lee et al. (2011), are conducted on 
the response surfaces of ( ) ( )ˆ ˆand Ln WSDLn CpMy y  to generate the non-dominated solutions. 
The conventional ε-Constraint method considers one of the objectives under 
consideration as main objective and other objectives as constraints. The conventional  
ε-Constraint method generates the weakly non-dominated solutions (Hassannayebi et al., 
2011). To overcome this drawback, the modified ε-Constraint method is introduced 
which considers a sufficient small coefficient (ρ) to generate the strongly non-dominated 
solutions. The optimisation scheme of the modified ε-Constraint method which adapted 
in this study is given:  

( ) ( )( ){ }
( )

ˆ ˆ

ˆ. . :
Ω

Ln WSDLn CpM

Ln WSD

Minimize y ρ y

s t y ε
X

− −

<
∈

 (18) 

To generate the efficient solutions, the mentioned algorithms were coded in the 
MATLAB software. The used parameters are given in Table 5. To compare the non-
dominated sorting algorithms, each of them is executed six times for each weight matrix. 
Consequently, 24 Pareto sets are generated, which are used for comparative parametric 
and non-parametric statistical tests. 
Table 5 The used parameters in Pareto set generation algorithms 

Algorithm Parameter Value 
NSGA-II Population size 80 
 Maximum iteration 120 
 Crossover rate 0.7 
 Mutation rate 0.4 
MOPSO Population Size 80 
 Repository size 80 
 Maximum Iteration 120 
 Number of divisions 30 
ε-Constraint ρ 0.001 
 ε 0.03 

3.1.3 Phase 3: comparison of NSGA-II, MOPSO and ε-constraint 
To measure the performance of the non-dominated sorting algorithms, three metric 
criteria are conducted on the 24 generated Pareto sets. The obtained metric criteria values 
are shown in Table 6 and the average of the metric criteria are given in the last row. In 
Table 6 A, B and C denote the Pareto sets generated by NSGA-II, MOPSO and  
ε-constraint algorithms, respectively. Figure 8 shows the results of the performance 
metrics of the three algorithms graphically. The average values of measures imply that 
the NSGA-II algorithm generates the best Pareto sets. It has the smallest Spacing metric 
values and the greatest NPS and normalised set coverage values among the employed 
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algorithms. Furthermore, the results in the last row of Table 6 confirm that the MOPSO 
algorithm generates the more appropriate Pareto sets compared to ε-constraint algorithm. 
The results also are evaluated by both parametric and non-parametric tests. The 
parametric t-test is used to study the difference between mean values of NPS, Δ and C ̅in 
three algorithms. On the other hand, the nonparametric Mann-Whitney test is employed 
for evaluation of difference in median values of criteria under consideration except for 
the comparison of median NPS of NSGA-II algorithm with the other algorithms, which 
the sign test is used due to the constant NPS values of NSGA-II algorithm. The 
hypothesises are given in Table 7 in which μ and m are mean and median, respectively. 
The given P-values in Table 7 confirm that the NSGA-II generates significantly the better 
Pareto sets and also show the better performance of MOPSO algorithm compared to ε-
Constraint method. 

Figure 8 Comparison of NSGA-II, MOPSO and ε-constraint based on metric measures  
(see online version for colours) 
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Table 6 The results of performance metrics 
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Table 7 Statistical test results 
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Figure 9 The Pareto sets when 
0.5 0
0 0.5

W  
=  
 

 (a) NSGA-II Pareto optima 1 set (b) the 

MOPSO Pareto optima 1 set and (c) the ε-constraint Pareto optima 1 set (see online 
version for colours) 

  
(a) (b) 

 
(c) 

Figure 10 The Pareto sets when 
0.34 0

0 0.66
W  

=  
 

 (a) NSGA-II Pareto optima 1 set (b) the 

MOPSO Pareto optima 1 set and (c) the ε-constraint Pareto optima 1 set (see online 
version for colours) 

  
(a) (b) 
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Figure 10 The Pareto sets when 
0.34 0

0 0.66
W  

=  
 

 (a) NSGA-II Pareto optima 1 set (b) the 

MOPSO Pareto optima 1 set and (c) the ε-constraint Pareto optima 1 set (see online 
version for colours) (continued) 

 
(c) 

Figure 11 The Pareto sets when 
0.57 0

0 0.43
W  

=  
 

 (a) NSGA-II Pareto optima 1 set (b) the 

MOPSO Pareto optima 1 set and (c) the ε-constraint Pareto optima 1 set (see online 
version for colours) 

  
(a) (b) 

 
(c) 
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Figure 12 The Pareto sets when 
0.2 0
0 0.8

W  
=  
 

 (a) NSGA-II Pareto optima 1 set (b) the 

MOPSO Pareto optima 1 set and (c) the ε-constraint Pareto optima 1 set (see online 
version for colours) 

  
(a) (b) 

 
(c) 

3.2 Comparison of the proposed method with the posterior methods in  
example 1 

In this section, the suggested approach is compared with the existing posterior preference 
articulation methods. In this regard, the presented approaches in Lee et al. (2011) and 
Salmasnia et al. (2013b) and two presented models in Costa and Lourenço (2015) are 
conducted on the numerical example. Then, one of the generated non-dominated 
solutions is determined as the best solution via their proposed best solution selection 
phase. Table 8 depicts the achieved results from the mentioned methods along with the 
results obtained from employing VIKOR method, which is described briefly in appendix 
A, on the generated non-dominated solutions in the previous Section. Moreover, the last 
four columns in Table 8 give the obtained results for the natural logarithm of the process 
capability index and the weighted statistical distance in addition to performance measures 
of NPS and Δ. For the better comparison, the response surfaces of standard deviation of 
original responses are estimated and their results are given in the columns 4 and 5 for y1 
and y2, respectively. The estimated surfaces of these responses can be seen in the 
appendix C.  
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Table 8 Comparison of the proposed method with some posterior approaches in example 1 
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The results of Table 8 demonstrate that Lee et al. (2011), Salmasnia et al. (2013b) and 
Costa and Lourenço (2015) have poor performance in the NPS criterion with only four, 
seven and ten generated non-dominated solutions. The results in the last column denote 
that the generated Pareto sets by Lee et al. (2011) and Costa and Lourenço (2015) models 
do not cover the entire feasible region in comparison with the other approaches. 
Salmasnia et al. (2013b) method has a very small spacing metric value that means an 
appropriate uniformity but generating only 7 non-dominated solutions shows that the 
method only focuses on a small part of the acceptable region and ignores the other parts 
of the experimental region. In other words, it is only capable of generating a few efficient 
solutions in a small neighbourhood. In contrast, both suggested sorting non-dominated 
algorithms generated 80 non-dominated solutions with small uniformity. It confirms that 
the suggested approach generates better Pareto optimal sets in comparison with the other 
existing posterior MRO approaches.  

Lee et al. (2011) and Costa and Lourenço (2015) have the negative values for 
( )ˆLn CpMy , which is equivalent with values of less than 1 for the multivariate process 

capability index. It supports the claim that both of these approaches ignore customer’s 
needs in process optimisation. Furthermore, the great values for ˆ jσy  demonstrate that the 
mentioned methods do not consider dispersion effect of responses. The obtained values 
for the design variables by Salmasnia et al. (2013b) lead to great values for ( )ˆLn WSDy  
because of ignoring of this method from covariance among quality characteristics. This 
comparison confirms the efficiency of the proposed method against the existing posterior 
articulation approaches in the MRO literature.  
Table 9 Comparison of the proposed method with some prior approaches in example 1 

Model X 1ŷ σ  2ŷ σ  ( )ˆLn CpMy  ( )ˆLn WSDy  

Awad and Kovach (2011) (1.0000, –1.0000,  
–1.0000) 

0.6170 0.9319 0.7450 4.0030 

Babu et al. (2013) (1, 0.796, 1) 2.6608 3.3598 –0.9733 –0.7546 
Hejazi et al. (2011) (0.9530, 0.7090, 0.4070) 1.9417 2.5971 –0.3553 0.2753 
Díaz-García and Bashiri (2014) (1.0000,0.7070,0.4520) 1.9984 2.6945 –0.4092 0.1815 
Individual CpM (-1.0000, 1.0000, –1.0000) 0.1090 0.3603 1.4522 4.7630 
Individual WSD (1.0000, 1.0000, 1.0000) 2.6090 3.3598 –0.9730 –1.0490 
The proposed 
method 

NSGA-II (0.9802, 0.9872, –0.9613) 0.1606 0.7237 1.1041 2.0124 
MOPSO (0.9790, 0.9579, –0.4032) 0.8657 1.5439 0.5100 1.1820 

3.2.1 Comparison of the proposed method with existing prior methods in 
example 1 

In this section, to illustrate the advantages of simultaneous optimisation of multivariate 
process capability index and weighted statistical distance, the proposed method is 
compared to state-of-the-art methods in the literature as well as individual optimisation of 
multivariate process capability index and weighted statistical distance, separately. The 
reported results in the last column of Table 9 reveal that Awad and Kovach (2011) and 
Individual CpM do not consider location effects, properly. Furthermore, the obtained 
negative values for natural logarithm of process capability index confirm the claim that 
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Babu et al. (2013), Hejazi et al. (2011) and Díaz-García and Bashiri (2014) and 
Individual WSD set the controllable variable values without considering the customer’s 
requirements, which is not acceptable in the current competitive market. Eventually, the 
obtained results denote the outstanding performance the suggested method. 

2, andij ijkijy σ σ  of two interested responses for each experimental run are calculated 
via equations (3) to (5), which are given in Table 11. Then, three weight matrices are 
randomly determined. Table 12 summarises the obtained results for process capability 
index and weighted statistical distance. The response surfaces of Ln (CpM) and Ln (WSD) 
are estimated, subsequently.  

3.3.2 Phase 2: Pareto optimal set 
In this section, similar to the first numerical example NSGA-II and MOPSO algorithms 
as well as ε-constraint method are conducted on the response surfaces of 

( ) ( )ˆ ˆand Ln WSDLn CpMy y  to generate the non-dominated solutions. For this purpose, the used 
parameters are given in Table 13. To compare the non-dominated sorting algorithms, 
each of them is executed eight times for each weight matrix. Consequently, 24 Pareto sets 
are generated, which are used for comparative parametric and non-parametric statistical 
tests. 

3.3.3 Phase 3: Comparison of NSGA-II, MOPSO and ε-constraint 
Three metric criteria are conducted on the 24 generated Pareto sets to measure the 
performance of the non-dominated sorting algorithms. The obtained results are shown in 
Table 14 while the average values of the metric criteria are given in the last row. Similar 
to the case study 1, the results imply that the NSGA-II algorithm generates the best 
Pareto sets. It has the smallest spacing metric values and the greatest NPS and normalised 
set coverage values among the employed algorithms. Furthermore, the results in the last 
row of Table 14 confirm that the MOPSO algorithm generates the more appropriate 
Pareto sets compared to ε-constraint algorithm. The results also are statistically compared 
by both parametric and non-parametric tests. The considered hypothesises and their 
corresponding P-values are given in Table 15. The obtained P-values confirm that the 
NSGA-II generates significantly the better Pareto sets and also show the better 
performance of MOPSO algorithm in comparison with ε-Constraint method. 

3.2.1 Comparison of the proposed method with existing posterior methods in 
example 2 

In this section, the suggested approach is compared with some posterior preference 
articulation methods. The control variable vectors given in third column of Table 16 are 
obtained through conducting VIKOR method on the generated Pareto sets. The obtained 
results in Table 16 confirm the mentioned discussion in example 1.  
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Table 10 The Experimental results of numerical example 2 
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Table 11 The results of sample mean, variance and covariance of example 2 

1y  2y  2
1σ  2

2σ  12σ  

74.0164 0.1082 1.13129 0.3548 52.9776 
50.9726 0.1557 0.25299 0.4805 63.021 
88.328 –0.0622 0.27711 0.3976 53.5802 
69.8472 0.0056 0.31003 0.2621 62.6894 
70.5398 0.4411 0.52037 0.6411 57.0862 
90.1948 –0.0579 0.11825 0.1709 68.0888 
66.2954 0.0962 0.25365 0.084 59.9136 
96.7432 0.062 0.3968 0.3017 67.8146 
76.744 0.1621 0.01652 2.0392 58.9764 
77.9734 0.0557 0.03 0.856 65.9696 
85.4212 0.6788 2.70124 0.636 60.5922 
97.7764 5.7079 7.57456 12.658 60.4234 
55.0178 –0.0007 0.10914 0.0107 57.4976 
80.9972 –0.0049 0.08142 0.0039 63.2956 
82.4478 18.6962 7.12501 64.8043 59.6556 
79.3794 –5.3426 9.16607 20.5523 59.8474 
76.8848 –1.8072 2.66494 11.3723 62.7242 
84.3208 0.3968 0.61881 22.2809 61.6138 
78.9922 –3.5267 2.07525 16.6483 61.1588 
88.4404 2.0715 8.93819 4.8393 59.0284 

Table 12 The results of constructing the new responses of example 2 

Ln(CpM) 

Ln(WSD) 

0.5 0
0 0.5

W  
=  
 

 
0.16 0

0 0.84
W  

=  
 

 
0.79 0

0 0.21
W  

=  
 

 

0.6024 6.8635 5.6925 7.3263 
0.901 8.1977 7.352 8.4351 
0.9256 5.4513 4.8817 5.7664 
1.0017 7.4896 6.4599 7.9268 
0.6486 7.3689 6.1773 7.835 
1.3496 6.3081 6.5598 6.028 
1.3363 9.4433 8.4138 9.7603 
0.9048 5.1628 5.5471 4.6525 
1.2218 7.4107 7.2777 7.5117 
1.2897 7.6697 7.9544 7.34 
0.2389 5.5416 4.6198 5.9561 
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Table 12 The results of constructing the new responses of example 2 (continued) 

Ln(CpM) 

Ln(WSD) 

0.5 0
0 0.5

W  
=  
 

 
0.16 0

0 0.84
W  

=  
 

 
0.79 0

0 0.21
W  

=  
 

 

-0.7666 0.5519 0.7497 0.3453 
2.0623 11.4573 10.3179 11.9147 
2.3879 10.7886 9.5862 11.2566 
-1.1596 2.8583 2.4588 3.1058 
-0.9355 2.3913 1.0573 2.8789 
-0.4787 3.178 2.3022 3.5818 
-0.2818 3.0583 3.2922 3.8036 
-0.5114 2.602 1.0418 3.117 
-0.5676 2.798 1.8062 3.2275 

( )
2 2

21 3ˆ 0.64976 0.62968 0.1007 0.97231Ln CpMy x x= + + +  (19) 

( )
2 2

1 31 3

0.5 0
0 0.5

ˆ 0.70169 1.57337 2.83973 1.08923Ln WSD

W

y x x x x

 
=  
 

= − + −
 (20) 

( )
2 2

2 1 31 3

0.16 0
0 0.84

ˆ 2.10149 0.51168 1.83921 2.6649 0.71524Ln WSD

W

y x x x x x

 
=  
 

= − + + −
 (21) 

0.79 0
0 0.21

W  
=  
 

 (22) 

( )
2 2

2 1 31 3ˆ 3.1878 0.8021 1.3886 2.8589 1.273Ln WSDy x x x x x= − + + −  (23) 

Table 13 The used parameters in Pareto set generation algorithms of example 2. 

Algorithm Parameter Value 
NSGA-II Population size 80 
 Maximum Iteration 120 
 Crossover rate 0.8 
 Mutation rate 0.3 
MOPSO Population Size 80 
 Repository size 80 
 Maximum Iteration 120 
 Number of division 30 
ε-Constraint ρ 0.001 
 ε 0.05 
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Table 14 The results of performance metrics of example 2 
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Table 15 Statistical test results of example 2 
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Table 16 Comparison of the proposed method with some posterior approaches in example 2 
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3.2.2 Comparison of the proposed method with existing posterior methods in 
example 1 

As mentioned earlier to illustrate the main advantages of the suggested method including 
consideration of customer satisfaction and variance-covariance structure of quality 
characteristics, the suggested method is compared to some popular methods in the 
literature. The obtained results from Costa and Pereiria (2010) and Sharma et al. (2013) 
approaches imply that these models only focus on the location effects of responses, 
ignoring the dispersion effects of the quality characteristics and customer satisfaction. 
Awad and Kovach (2011), Yadav et al. (2014a) and the suggested process capability 
index mostly pay attention to customer satisfaction. However, these methods do not 
consider the weighted statistical distance of mean responses from their corresponding 
target values. Eventually, the obtained results of the suggested approach confirm the 
superiority of this model against the other considered approaches. 
Table 17 Comparison of the proposed method with some prior approaches in example 2 

Model X 1ŷ σ  2ŷ σ  ( )ˆLn CpMy  ( )ˆLn WSDy  

Sharma et al. (2013) (–0.5440, –0.0920, –0.4800) 0.9777 0.2449 –0.2392 3.7158 
Awad and Kovach (2011) (1.6820, –0.5320, –0.6697) –0.4880 –1.9844 1.5611 10.1409 
Yadav et al. (2014a) (1.6820, –1.6820,1.6820) –4.4955 –3.3543 3.8758 13.3977 
Costa and Pereira (2010) (–0.6428,1.6820, –0.3182) 0.2756 0.2219 –0.2912 2.3504 
Individual CpM (–1.6820, 0, –1.6820) –3.6643 –3.3543 3.8758 12.2194 
Individual WSD (0,1.6820, 0) –0.5914 0.6233 –0.6488 1.6356 
The proposed 
method 

NSGA-II 0.9777 0.2449 –0.2392 3.7158 2.0124 
MOPSO –0.4880 –1.9844 1.5611 10.1409 1.1820 

4 Conclusions 

With respect to the current competitive world, this study aims to find the controllable 
variable values that maximise the customer satisfaction. For this purpose, a multivariate 
process capability index was suggested. This index considers dispersion effect of quality 
characteristics as well as covariance of among responses. However, it cannot guarantee 
falling all quality characteristics within their corresponding specification limits. On one 
hand, to overcome this shortcoming, and on the other hand, since relative importance of 
quality characteristics in most of the real-world problems is different, the weighted 
statistical distance as another index was considered. This index is able to consider the 
deviation of the mean responses from their corresponding target values. Therefore, by 
combination of these two criteria, a multi-responses problem was converted to a bi-
objective problem. Moreover, to reduce the cognitive effort on DM, the NSGA-II and 
MOPSO algorithms were suggested as two posterior preference articulation approaches. 
Then, these two approaches were statistically compared with the ε-constraint method, 
which was presented in Lee et al. (2011), based on the three quality performance 
measures for generating Pareto optimal sets. The comparison results indicated that the 
NSGA-II algorithm has the better performance than MOPSO and ε-constraint methods. 
Finally, the proposed approach was compared with the most well-known methods in the 



   

 

   

   
 

   

   

 

   

   70 A. Salmasnia and H. Mokhtari    
 

    
 
 

   

   
 

   

   

 

   

       
 

MRO literature. The obtained results demonstrated the superiority of the suggested 
method compared to the existing approaches.  
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