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Abstract: This paper presents development of streamflow prediction models 
with long-lead timescale using the Multiple Non-Linear Regression (MNLR) 
technique. Four major climate indices which were found to be influencing the 
streamflow of New South Wales (NSW) are used for this purpose. The 
developed models with all the possible combinations show good results in 
terms of Pearson correlation(r), Mean Absolute Error (MAE), Root Mean 
Square Error (RMSE) and Willmott index of agreement (d). The outcomes of 
MNLR models are compared to the best models of Multiple Linear Regression 
(MLR) analysis. MNLR models are evident to outperform the MLR models in 
terms of Pearson correlation (r) values, confirming the non-linear relationship 
between seasonal streamflow and large-scale climate drivers. Though the 
correlation values are not very high, they are statistically significant. The 
correlations obtained varied from 0.38 to 0.53 during calibration period, while 
it improved during the validation period, ranging from 0.52 to 0.63. 

Keywords: multiple nonlinear regression; MNLR; multiple linear regression; 
MLR; climate indices; streamflow; seasonal forecast; New South Wales; NSW. 
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1 Introduction 

Australia’s geographic location and extensive topographic variations present high 
climatic inconsistency, which results in significant inter-annual rainfall and subsequently 
streamflow variability across the country (Hossain et al., 2020a). Such inter-annual 
streamflow variability causes many difficulties to irrigators, agricultural producers, water 
managers and planners to allocate irrigation water and environmental flows, manage and 
operate reservoirs, supply municipal water, estimate future hydroelectricity supply, etc. 

Australia is greatly influenced by climatic anomalies that originate in the surrounding 
Pacific, Indian and Southern Oceans. It is accepted by numerous hydrologists that there 
exists strong correlation between streamflow and large-scale atmospheric circulation 
patterns. The climate of southeast Australia is influenced by four major climate drivers 
(Mekanik and Imteaz, 2018) originating in the Pacific, Indian and Southern Oceans. The 
dominating climate drivers in these regions are the El Niño Southern Oscillation (ENSO), 
the Interdecadal Pacific Oscillation (IPO) or Pacific Decadal Oscillation (PDO), Southern 
Annular Mode (SAM) and Indian Ocean Dipole (IOD). 

The ENSO phenomenon, which results from the large-scale interactions between 
ocean and atmospheric circulation processes in the equatorial Pacific Ocean, has direct 
influences on the climate variability over many parts of the world (Islam and Imteaz, 
2020; Ghamariadyan and Imteaz, 2020; Rasel et al., 2016). El Nino and La Nina events 
are responsible for the different climatic conditions around the Pacific, including eastern 
Australia (Ghamariadyan and Imteaz, 2021; Hossain et al., 2018). Several studies 
revealed the influences of ENSO on streamflow throughout Australia (Piechota et al., 
1998; Chiew et al., 1998; Dutta et al., 2006). Chiew et al. (1998) and Piechota et al. 
(1998) found that ENSO based (SOI and SST) streamflow predictions in northeast 
Australia are better than the forecasts from climatology. Robertson and Wang (2009) 
determined that the anomalies related to ENSO are the best predictors of seasonal 
streamflow, while the greatest predictability achieved between September and December. 
These findings were similar to the previous findings (McBride and Nicholls, 1983) which 
reported the strongest correlations between seasonal rainfall of NSW and ENSO during 
spring. The study of Mekanik et al. (2003) demonstrated that spring rainfall and runoff 
had high correlation with winter SOI throughout eastern Australia. 

 
 
 



   

 

   

   
 

   

   

 

   

    Nonlinear multiple regression analysis 103    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Some recent studies show that Eastern Australia is also influenced by IOD as well as 
interdecadal modulation of ENSO because of the low frequency variability in the Pacific 
Ocean, which is referred to as PDO (Westra and Sharma, 2009). Some researchers (e.g., 
Power et al., 1999; Kiem et al., 2003) have demonstrated the influence of IPO to be 
significant on rainfall and streamflow variation on a decadal to multidecadal timescale. 
King et al. (2013) suggested that the IPO played a significant role in the frequency of 
major floods during the 1950s, 1970s and 2010–2011. Verdon et al. (2004) explained that 
the enhanced rainfall and streamflow in eastern Australia were the consequence of the 
combined impact of ENSO (La Nina) and IPO negative phase. Duc et al. (2017) showed 
in their study that IPO alone does not have any significant impact on rainfall of NSW but 
its combination with ENSO can make a significant impact on rainfall. 

Figure 1 Selected locations of the streamflow stations within NSW (see online version  
for colours) 

 

According to Qi and Chang (2011), the existing forecasting methods can be categorised 
into five categories: time series analysis, regression analysis, artificial intelligence 
method (e.g., ANN, fuzzy logic, etc.), the hybrid and Monte Carlo simulation methods 
(Haque et al., 2013). Various nonlinear methods, such as ANFIS, ANN are widely 
applied in the field of hydro-climatology and water resources (Hossain et al., 2020b; 
Mekanik et al., 2016; Dastorani et al., 2010). Recently, artificial intelligence has attained 
popularity to forecast streamflow (Kumar et al., 2005; Kişi, 2007; Mutlu  
et al., 2008). However, dealing with artificial intelligence method is difficult, which 
encourages researchers to apply comparatively simple and straightforward statistical  
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methods such as regression models (Rezaeianzadeh et al., 2014). Data driven statistical 
models have gained popularity for their simplicity, accuracy, lower information 
requirement and fast pace in model development (Adamowski, 2008). However, the 
limitations of these models are evident when the data become complex. While forecasting 
streamflow, Mekanik et al. (2003) suggested that nonlinear regression methods can be 
applied to obtain higher correlations between streamflow and climate indicators, by 
capturing the nonlinear relationships between them. MNLR methods are usually applied 
for the accurate and fast prediction of random periodic events (Adamowski et al., 2012). 
In the study of Miyagishi et al. (1999) while forecasting temperature, MNLR models 
outperformed the radial bias functions and numerical weather forecast methods. 

Esha and Imteaz (2019) have used MLR for forecasting seasonal streamflow in 
agriculture dominating regions of NSW. With the aim of improving the accuracy of those 
forecasting, this study has applied MNLR analysis for the same regions of NSW, which is 
a major agricultural state of Australia. Nonlinear regression analyses were carried out 
using cubic, quadratic and exponential functions, where multiple climate indices were 
used as predictors of spring streamflow of the study regions. As independent predictor 
variable all the relevant climate indices were explored. Eventually, results of MNLR 
analysis were compared with the MLR analysis reported earlier. 

2 Materials and methods 

2.1 Study area 

NSW, which is situated in the east coast of Australia covering a land area of  
8,800,642 km2 is the most populous state of Australia with a population of 7.5 million. 
The state is bordered on the north by Queensland, on the west by South Australia, on the 
south by Victoria and on the east by the Tasman Sea. The two most important features of 
NSW are the Great Dividing Range (GDB) and Murray Darling Basin (MDB) which 
accounts for nearly 40% of the value of agricultural production in Australia and 65% of 
irrigated land (Abbot and Marohasy, 2015). The coastal regions, which are in the east of 
the state adjacent to the Tasman Sea, have a rainfall variation of around 800 mm to 3,000 
mm. Rainfall is moderate (600 mm–1,500 mm) and evenly distributed throughout the 
year in the highlands which is a part of the GDB. The main agricultural region of NSW is 
the western inland slopes, which have a less dense population than coastal areas. This 
area receives high rainfall (600 mm) throughout the year. The western arid or semi-arid 
plains, which cover almost two-thirds of the state, experience an average rainfall of 150 
mm to 500 mm in almost all the time of the year across the whole region. Considering the 
geographical location, regional climatic variation and the agricultural importance, NSW 
is divided into four regions; Northern NSW (NNSW), Southern NSW (SNSW), Central 
West NSW (CWNSW) and Western NSW (WNSW). For the current study, six locations 
from all the four regions were selected. Locations of selected streamflow gauge locations 
along with the map of NSW is shown in Figure 1. Details of the selected locations are 
provided in Table 1. Most of the selected stations are located along the eastern part of 
NSW due to the predominance of coastal rivers as well as the agricultural importance of 
this region. 
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Table 1 Overview of the selected discharge stations 

Station number Latitude Longitude River name Station name 
210001 –32.56⁰S 151.17⁰E HUNTER SINGLETON 
419005 –30.68⁰S 150.78⁰E NAMOI NORTH CUERINDI 
410004 –35.07⁰S 148.11⁰E MURRUMBIDGEE GUNDAGAI 
410700 –35.32⁰S 148.94⁰E COTTER KIOSK 
410001 –35.10⁰S 147.37⁰E MURRUMBIDGEE WAGGA WAGGA 
422002 –29.95⁰S 146.86⁰E BARWON BREWARRINA 

2.2 Data sources 

Streamflow data: The starting point for any statistical analysis should be the data 
collection; useful quality data are required for the development, calibration and validation 
of any model. Historical streamflow data was collected from the Australian Bureau of 
Meteorology website. Observed monthly streamflow in cumec (cubic metre per second) 
was collected for 102 years, (1914–2015) for all the stations, except for North Cuerindi, 
where data was available for 99 years. These stations have less than 0.5% missing values, 
which are filled by the series mean of the streamflow data. Using this data, seasonal mean 
discharge data is derived for the spring (September-October-November) season. 

Figure 2 Map showing ENSO region (see online version for colours) 

 

Source: NOAA 

Climate indices data: five climate drivers, ENSO based NINO3.4, EMI, IPO, PDO, and 
DMI (IOD) were selected for MNLR analysis, considering the previous research works 
on rainfall and streamflow in this region as well as the concurrent and lagged correlation 
analysis in the preliminary stage of the current research. 

ENSO phenomenon has two components: sea surface temperature and atmospheric 
pressure which are intensely correlated and can be represented by two types of indicators, 
the SLP indicator and the SST indicator (Duc et al., 2017). The most common of those is 
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the Troup Southern Oscillation Index (SOI) which measures the difference between sea-
level atmospheric pressures at Tahiti and Darwin. There are various SST anomalies, 
which were derived using different areas of the equatorial Pacific Ocean (Kiem and 
Franks, 2001). Generally, the SST anomalies are monitored in 3 geographic regions 
(Figure 2) of the equatorial pacific and defined as NINO3 (5°S – 5°N, 150°– 90°W), 
NINO3.4 (5°S – 5°N, 170° – 120°W) and NINO4 (5°S – 5°N, 160° – 150°W) (Risbey  
et al., 2009). 

Figure 3 Map showing IPO and PDO region (see online version for colours) 

 

Source: Timmermann and Trenberth (2014) 

The El Nino Modoki is an ocean-atmosphere coupled process, which results in unique 
tripolar sea level pressure pattern during the evolution, similar to the Southern Oscillation 
phenomenon of El Nino (Ashok et al., 2007). Therefore, this phenomenon is named as  
El Nino–Southern Oscillation Modoki (EMI) and expressed by the following equation 
(Ashok et al., 2007). 

(0.5* ) (0.5* )EMI SSTX SSTY SSTZ= − −  (1) 

where X = 165°E–140°W, 10°S–10°N, Y = 110°W–70°W, 15°S–5°N, Z = 125°E–145°E, 
10°S–20°N. 

The IOD represents the oceanic-atmospheric variability in the tropical Indian Ocean, 
which is classified by SST anomalies of reverse sign in the east and west (Saji et al., 
1999; Webster et al., 1999). The dipole mode index (DMI) is a measure of the IOD and is 
defined by the difference in SST anomaly between the tropical western Indian Ocean 
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(10⁰S–10⁰N, 50⁰–70⁰E) and the tropical south-eastern Indian Ocean (10⁰S–equator,  
90⁰–110⁰E). 

The IPO is described as the Pacific ENSO-like pattern of SST, which is found in the 
analysis of near-global inter-decadal SST (Folland et al., 1999). IPO has a cycle of  
15–30 years and characterised with two phases, namely the positive and negative phases 
(Henley et al., 2015; Salinger et al., 2001). While IPO is defined for the whole Pacific 
Basin, PDO is defined for the North Pacific, poleward of 20°N (Figure 3). 

The oceanic and atmospheric climate indices data were obtained from the climate 
explorer website (http://climexp.knmi.nl), while the EMI data was collected from the 
website of JAMSTEC (http://www.jamstec.go.jp/frcgc/research/dl/iod/modoki) for the 
duration of 102 years (1914–2015). 

2.3 Methodology of MLR and MNLR modelling 

Regression analysis modelling is one of the popular statistical approaches and widely 
used for this kind of analysis (Mekanik et al., 2013). Regression methods can explain the 
relationships between a response (dependent) variable and several regressor 
(independent) variables (Tabari et al., 2010). In MLR, the function is linear which can be 
explained by the following equation: 

1 1 2 2 . n nY X X X= + + + +α β β β  (2) 

where Y is the dependent variable (e.g. streamflow for the current study) and X1, X2, …, 
Xn are the independent variables (climate indices e.g. ENSO, PDO, IPO, etc.). β1, β2, …, 
βn are the coefficients of the independent variables while α is the intercept or error and n 
is the number of observations. 

Unlike traditional MLR methods, the MNLR function is the nonlinear combination of 
model parameters and depends on one or more independent variables (Bilgili, 2010). The 
general form of a MNLR function can be represented by the following equation: 

2 2
1 1 2 3 4j n i ji jY X X X X X X= + + + + +α β β β β β  (3) 

where, α is the intercept and β1, β2, …, βn are the coefficients of the independent 
variables while n is the number of observations. 

In order to find out the suitable relationship of each independent variable (climate 
indices), a series of simple regression analysis between the streamflow and climate 
variables were performed. Based on the correlation values (Pearson correlation, r) of this 
analysis, the appropriate nonlinear relationship for each variable was selected to develop 
the multiple nonlinear equations for predicting streamflow. Different functions including 
the exponential, cubic, quadratic and linear functions are used to identify the best relation 
(Table 2). 

The MNLR analysis in the present study was performed using Minitab software. 
Different combinations of input variables were trialled to explore the best MNLR model 
for each location. Also, as the relationships are to be used for forecasting, lagged values 
of the climate indices were used with the goal of forecasting at least 3–4 months in 
advance. At first, every MNLR model was calibrated using 96 years of data (1914–2009) 
which was followed by the validation of the models with the remaining six years  
(2010–2015) of data. 
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Table 2 List of nonlinear equations used in this study 

Function General equation 
Cubic y = ax3 + bx2 + cx+ d 
Quadratic y = ax2 + bx + c 
Exponential y = aebx 

The performances of the developed MNLR models were assessed with several statistical 
performance measures such as Pearson correlation value (r), mean absolute error (MAE), 
root mean squared error (RMSE) and Willmott index of agreement (d). A similar 
approach for validating the results was applied by Mekanik et al. (2013) while predicting 
seasonal rainfall using climate indices. 

The Pearson correlation coefficient (r) is calculated using the following equation: 

( ) ( )

( ) ( )
1

2 2

1 1
*

n
i ii

n n
i ii i

x x y y
r

x x y y

=

= =

− −

− −


 

 (4) 

where, ‘r’ is the correlation coefficient, x and y are two variables, xi and yi are the value 
of the ith observation and x  and y  are the average values of x and y respectively. 

The MAE is calculated using the following equation: 

1

1 i n
i ii

MAE P O
n

=

=
= −  (5) 

The RMSE is calculated using the following equation: 

( )2

1

1 n
i ii

RMSE P O
n =

= −  (6) 

where Oi is the observed value, Pi is the predicted value, and n is the number of 
observations. 

Willmott index of agreement (d) is calculated through the following equation: 

( )

2

2

ˆ
1

ˆ

i i

i i i i

y x
d

y x x x

 −  = −
 − + −  




 (7) 

where ˆiy  refers to the predicted value corresponding to ith observation and xi refers to ith 
value of observation. The ideal value for the Pearson correlation is one, which will refer 
to the best association between two variables, whereas a value of zero will indicate there 
is no association. Lower values of the MAE and RMSE indicate better performance of 
the model. The closer the ‘d’ value to one, the better the model accuracy. 
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Table 3 Statistical performance measures of MNLR models 
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Table 4 Comparison of MLR and MNLR models 
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3 Results and discussion 

3.1 MLNR model results 

For northern NSW (Singleton and North Cuerindi), through single nonlinear regression 
analysis, it was found that the maximum correlation value was obtained with a cubic 
function for all the indices. NINO3.4July provided the highest correlation (0.52), whereas 
through single linear correlation analysis, the maximum correlation value obtained was 
0.48. For MNLR analysis, the maximum value of correlation coefficient in the calibration 
stage was found to be 0.53 with PDOApril–NINO3.4June combination, whereas in the 
validation stage, the same combination yielded a maximum correlation of 0.62. Table 3 
shows the detailed statistical performance measures for all the stations. For southern 
NSW (Gundagai and Kiosk), through single nonlinear regression analysis, all indices 
yielded highest correlations through cubic function. The highest correlation value 
obtained was 0.451 with PDOMar, whereas through the linear regression, the maximum 
correlation obtained was 0.375. For Gundagai, through MNLR, the highest correlation 
value was obtained with PDOMar–NINO3.4Mar combination, where correlation values for 
calibration and validation periods were 0.47 and 0.54 respectively (Table 3). This model 
enables the prediction of streamflow five months in advance. However, for Kiosk, the 
highest correlation values were obtained with the IODJun–NINO3.4Jun combination. 
Correlation values for calibration and validation periods were 0.38 and 0.56 respectively 
(Table 3). For central-west NSW (Wagga Wagga), through single nonlinear regression 
analysis, all indices showed the highest correlations for cubic function. The highest 
correlation value was 0.414 with IODAug, whereas through single linear correlation 
analysis, the maximum correlation obtained was 0.39. With MLNR model,  
PDOMar–NINO3.4Mar combination provided highest correlations (0.434 in calibration 
period and 0.52 in validation period). Also, this model enables predictions five months in 
advance. For western NSW (Brewarrina), through single nonlinear regression analysis the 
maximum correlations were obtained using cubic function for all the indices, while the 
highest correlation was 0.44 with NINO3.4June. Through MNLR analysis, the highest 
correlations were obtained for EMIJuly–NINO3.4July combination and the correlation 
values for calibration and validation periods were 0.51 and 0.61 respectively. 

3.2 Comparison with MLR results 

Dataset for the same period was used for developing MLR forecast models for all the 
selected stations. The comparison of the performances of these models based on their 
correlation values has been presented in Table 4. It is to be noted that in all the cases, the 
same combination of indices did not yield the best performance in both the methods, i.e., 
best combination through MLR models was different than the best combination through 
MNLR models. The result shows that in the calibration stage, the MNLR models 
outperformed MLR models for all the stations, except one (Kiosk station), where 
correlation of MLR (0.44) model was slightly higher than MNLR model (0.38). In the 
validation stage, MNLR models always outperformed the performances of MLR models. 
However, in most cases, differences in the correlation values are insignificant. 

For both the methods, the maximum number of best models were found with PDO 
and NINO3.4 combined indices, which indicates the strongest influence of these indices 
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on spring streamflow of NSW. However, influence of a particular index does vary 
spatially, which has been proved by many studies. For this particular scenario, the strong 
influences of IPO and IOD along with EMI are also observed in some other locations, 
where the best models were achieved with either of these indices along with NINO3.4. 
Hence, in general, the strong influence of all these five indices on spring streamflow of 
NSW is clear through this analysis. 

3.3 Developed nonlinear equations 

Table 5 shows the developed nonlinear equations representing best model for each 
location. 
Table 5 Equations of the best-developed MNLR models 

Station Developed model 
Singleton 3 2

3

2

19.9093 0.405381* 0.781302* 2.70294
* 12.3403* 3.4 1.24083
* 3.4 24.9111* 3.4

JUNE JUNE

JUNE JUNE

JUNEJUNE

Q PDO PDO
PDO NINO
NINO NINO

= + − −
+ −

−
 

North Cuerindi 3 2

3

2

8.11847 0.298752* 0.813401* 1.09289
* 4.37942* 3.4 0.118078
* 3.4 11.1756* 3.4

APRIL APRIL

AUG JUNE

JUNEJUNE

Q PDO PDO
PDO NINO
NINO NINO

= − + −
+ −

−
 

Gundagai 3 2

3 2

8.403* 9.54* 13.462 18.246
* 3.4 1.842* 3.4 29.314
* 3.4 136.08

MarMar Mar

Mar Mar

Mar

Q PDO PDO PDO
NINO NINO
NINO

= − + + + +
− −
+

 

Kiosk 3 2

3 2

4.838* 0.413* 0.521 2.05461
* 3.4 0.53274* 3.4 3.70504
* 3.4 5.65868

JunJun Jun

Jun Jun

Jun

Q IDO IDO IDO
NINO NINO
NINO

= − − − + +
+ −
+

 

Wagga Wagga 3 2

3 2

9.02781* 10.7172* 14.8737
20.3952* 3.4 1.35147* 3.4
34.972* 3.4 150.128

MarMar Mar

Mar Mar

Mar

Q PDO PDO PDO
NINO NINO

NINO

= − + + +
+ +
− +

 

Brewarrina 3 2

3 2

44.6711 50.112* 6.60371* 17.5917*
14.0838* 3.4 5.33871* 3.4
51.1802* 3.4

JUNEJUNE JUNE

JUNE JUNE

JUNE

Q EMI EMI EMI
NINO NINO
NINO

= − − +
+ +
−

 

4 Conclusions 

The multiple nonlinear regression (MNLR) analysis was carried out to explore the 
nonlinear relationship between streamflow and climate indices. Three different nonlinear 
functions along with the linear function were used to perform a single correlation analysis 
between spring streamflow and single lagged climate indices which was followed by 
MNLR analysis. The functions which provided the highest correlations were chosen to 
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develop the MNLR equations. Finally, the best model for each station was selected based 
on highest correlation values and better statistical performance. 

From the single linear regression analysis, it is observed that all the indices for almost 
all stations showed highest correlations for the cubic function which implies that cubic 
function has comparatively more potential to explain the relationship between spring 
streamflow and lagged climate indices. For every station, the nonlinear function had 
higher correlation values than the linear function, which showed that the underlying 
relationship between spring streamflow and lagged climate indices is nonlinear. 

Based on the outcomes of single linear regression analysis, combined MNLR models 
were developed with the combination of two different climate indices. The nonlinear 
function that showed the highest correlation in single nonlinear regression analysis was 
used for the combined model development. Out of the six stations, four stations showed 
the best models with combined PDO and NINO3.4 indices, implying that these two 
indices have a stronger influence on the spring streamflow of NSW. Among the other two 
stations, Kiosk had the best model consisting of IOD and NINO3.4 indices, while 
Brewarrina had the best model with EMI and NINO3.4 indices. Hence, it was evident 
that PDO and ENSO indices have the strongest impact on spring streamflow of NSW, 
and ENSO has an influence on the streamflow of all the stations.  

Statistical performances of the developed models were analysed to ensure the 
reliability of the models. Different statistical measures, including r, MAE, RMSE and d 
were used to check the reliability of the models. The models with higher correlation 
values and lower errors were selected as the best models. The Pearson correlation values 
in calibration and validation stages were quite similar, which implies the good 
performance of the models. The best-developed models were able to predict streamflow 
from three to six months in advance depending on the geographical location. 

It is to be noted that only with two climate indices it is unlikely that such model will 
be able to capture the unusual phenomenon like severe droughts (e.g., millennium 
drought in Australia from 1994–2010) and floods. For this study, the millennium drought 
period fell during the calibration period, which impacted the models’ performances 
during calibration period. 
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