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Abstract: The major cloud computing software companies offer a new
concept, on which resources are virtualised to provide these as a service on
the internet. Currently, there are multiple service providers, and additional
options to virtualise services on-premises. OpenStack is an open-source
alternative to create virtual local or cloud setups, which supports petabytes
of data, unlimited scale, and configurable networking. These features make
this tool suitable for large scale virtualisation, reducing maintenance costs
and optimising hardware resource utilisation (e.g., schools, government). This
paper presents an overview of the study of the OpenStack software, oriented
to build a scalable hosting architecture suitable for an educational setup.
Functional and architectural details are discussed to implement unique cloud
computing to fit virtualisation purposes. An experimental virtualisation setup
is described in the scope of an educational scenario. Finally, a guideline to
configure OpenStack is given.
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1 Introduction

Technologies like web services, virtualisation, service oriented architecture (SOA),
grid computing, and others, are brought together by the relatively new concept of
cloud computing. This paradigm is also changing the way business models deliver I.T.
as a service request, being scalable and supporting elasticity (Spanaki et al., 2018;
Buyya et al., 2018). In general cloud computing is associated with outsourcing of
resources, each one with a service level agreement (SLA) and mechanisms that allow
on-demand pay-per-use billing (Schubert et al., 2010). Major cloud service providers
include Amazon EC2, Microsoft Azure, Google Apps, and IBM cloud (Yang et al.,
2017). OpenStack, VMWare ESXi, Proxmox, Ovirt, XenServer, among others, are IaaS
virtualisation packages/operating systems that allow anyone to virtualise services and
explore the hardware capabilities of each machine (memory, disk, CPU, network).
Currently, OpenStack is the most adopted open-source virtualisation platform. Mostly
because it is simple to implement as infrastructure (IaaS), and it is massively scalable
(Couto et al., 2018). Many research studies focus on detailed comparisons of different
virtualisation services (del Castillo et al., 2013; Bist et al., 2013). OpenStack also
demonstrated success on education (del Castillo et al., 2013) and industry (Bonner
et al., 2013; Campos et al., 2013). This paper makes an overview of an OpenStack
architecture-oriented aspecific educational setup, showing the essential services that are
required to be installed, sized, and configured (e.g., users, groups, limits, projects,
templates, virtual networks).

The paper is organised as follows. First, Section 2 resumes the related work in this
field. Then, the OpenStack architecture is presented in Section 3. After that, Section 4
describes and illustrates the experimental setup, in which OpenStack was implemented
and tested. In Section 5 configuration steps with some examples are briefly described.
Finally, Section 6 concludes the work and proposes possible future work.
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2 Resumed related work

IaaS solutions concentrate on two aspects. First, the study of middleware platforms.
Second, comparing studies of different approaches. Some examples of widely studied
platforms are, Eucalyptus (Sotomayor et al., 2009; Nurmi et al., 2009), OpenNebula
(Sotomayor et al., 2009; Milojičić et al., 2011), and Nimbus (Peng et al., 2009).
In all previously mentioned works, several solutions and components are presented.
Simultaneously there are several comparative studies of different solutions; some of
them present an overview of solutions, others compare architectures and provide
freedom of choice (Sempolinski and Thain, 2010; Peng et al., 2009). Regarding
OpenStack, few works have addressed the solution itself (Mahjoub et al., 2011).
However, this study is outdated, and OpenStack has evolved.

OpenStack is recent and under development with large potential and active support.
The entire platform is licensed under Apache, and has these main characteristics:

• scalable: this solution is already deployed worldwide in companies whose data
volumes are measured in petabytes of distributed architectures (Srinivasa and
Santhosh, 2018)

• compatible and flexible: with support for most virtualisation solutions: ESX,
Hyper-V, KVM, LXC, QEMU, UML, Xen and XenServer (Foresta et al., 2018;
Endo et al., 2010)

• open: by using open-source technology, the entire code can be modified and
adapted as needed.

Well-known business-oriented virtualisation packages such as VirtualBox, VMware
Workstation, HyperV, Parallels, and others, are well fitted to virtualise operating
systems. However, they are dedicated to small-scale scenarios. Additionally, there is
VMware ESXi, OVirt, Proxmox (the last two, are open-source projects) which support
a broader scale of virtualisation, with easy installation and configuration.

This paper focuses on the OpenStack architecture, application and configuration,
oriented to a real (medium scale) virtualisation setup.

3 OpenStack architecture

The OpenStack architecture is built on top of three main components: compute, image,
and object. Additionally, those components can be divided into six groups: computing,
imaging, networking, storing, shared, and supporting services, which despite not being
the core of OpenStack are essential for its operation (Mwaura, 2018). Figure 1 shows
the architecture of OpenStack and how they interconnect.

3.1 Computing

The compute component known as Nova, Figure 1, consists of a management console
that controls the infrastructure that controls the IaaS cloud. It can be compared to
Amazon EC2 and RackSpace Cloud Servers. The Nova component allows managing
large, redundant and scalable networks of virtual machines. It presents an interface
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and an API to administrate and orchestrate the cloud. Simultaneously it includes
management instances for servers, networks, and access controls. The compute module
has no hardware pre-requirements and is completely independent of the hypervisor.

Figure 1 OpenStack architecture components (see online version for colours)

Figure 2 Nova architecture (see online version for colours)

Figure 2 shows Nova compute seven internal architecture. This component provides
virtual servers on demand. It interacts through the API module with the hypervisors
while supporting several types such as KVM, Xen, VMware or Hyper-V. Simultaneously
it is also capable of orchestrating running instances, networks, and access control.
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First, the API server, which is the main component of Nova, works as a front-end
service control for the hypervisor. The message queue acts as a message dispatcher for
the exchanged instructions facilitating communication. The compute controller manages
the life cycle of the created instances and is responsible for creating and manipulating
the virtual servers. The object store offers storage services. The volume controller
module handles the assignment and manipulation of volumes. The network controller is
responsible for creating the bridges/VLAN/DHCP/DNS and firewall rules. At last, the
scheduler is responsible for distributing tasks and deciding where they are executed.

3.2 Imaging service

Glance is the imaging service that allows lookup and retrieval of virtual machine
images (storage, recording, distribution). Glance is used for discovering, registering and
retrieving virtual machines through an API that allows querying virtual machine image
meta-data, cataloguing and managing image service libraries. This service is an essential
service for basic cloud architecture implementation.

3.3 Networking

Neutron is the OpenStack networking service that provides network connectivity as
a service between the interface devices managed by other OpenStack services (e.g.,
Nova). Dynamic host configuration protocol (DHCP), static internal protocols (I.P.) and
virtual area network (VPN), along with other typologies, are all the responsibility of the
Neutron service.

This service allows users to take advantage of other frameworks from supported
vendors (e.g., intrusion detection, load balancing, VPN).

3.4 Storing

OpenStack Swift, also known as object storage, is used to create storage space that
is redundant and scalable, supporting multiple petabytes of data. Note that it is not
a file-system, Swift is designed for long-term storage of large data volumes. The
distributed architecture allows multiple access points to avoid a single point of failure
(SPOF). Swift can be used by the Cinder component to back up virtual machines
volumes.

OpenStack Cinder, also know as block storage or Cinder volumes, provides
persistent block/volume storage to virtual machines. Together with Swift, Cinder can be
used to create virtual machine backups and snapshots.

3.5 Shared services

The Horizon service is the OpenStack dashboard; a modular web application providing
a user interface for cloud infrastructure management. This service interacts with all
other services’ public APIs, representing an essential service for basic cloud architecture
implementation.

OpenStack Keystone, is an identity service for authentication and authorisation.
Without Keystone, there is no compliance between services.
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The Ceilometer service provides configurable parameters regarding CPU, memory,
and network for all services involved in the platform. This service delivers a single point
of contact for billing services.

3.6 Supporting services

The database, by default MySQL, is a relational database management system to store
configurations. Typically it is present at the controller node.

The advanced message queue protocol (AMQP), is a messaging system used for
inter-process communication to send and receive messages between processes, by
default it uses RabbitMQ but others such as Qpid or ZeroMQ are supported as well. This
queue also makes it possible to hide other components’ whereabouts and definitions.

4 Experimental setup

This section describes a case in which an experimental setup is used to test the
OpenStack virtualisation platform, oriented to an educational environment.

In an educational setting, two scenarios exist in which a infrastructure as a
service (IaaS) solution may be used. First, students use virtual machines installed on
physical machines belonging to the institution or their personal machines. Installing and
configuring these may be cumbersome and time-consuming. Moving these activities to
an IaaS system provided by the institution will ease deployment, usage and management
of the virtual machines. The goal of this setup is building a proof-of-concept that would
satisfy the requirements of both scenarios.

4.1 Scenario 1

In the first scenario, the requirements consist of giving the students a platform to
complete their assignments on. Currently, students that need to complete tasks or
projects generally use their equipment to set up and use virtual machines. However, the
process of installing virtual machines can take quite some time, and some compatibility
problems might surface during the virtual machine’s life. These problems may be
avoided by transitioning to a virtualisation platform based on campus. This platform
needs to provide users with virtual machines without waiting for an installation to
finish, and the virtual machines O.S. images should be screened beforehand by the
administrators to ensure no compatibility problems might arise during usage.

Additionally, this gives the users to the possibility to complete their work from other
devices if they so desire, the user interface of OpenStack is provided by the Horizon
component which presents a web interface to manage the virtual machines and networks
efficiently.

4.2 Scenario 2

For the second scenario, an environment is asked in which the virtualisation platform
will replace the physical machines used in the classrooms on campus. The most
important goals are making it easy and straightforward to manage the (virtual) tools and
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efficient distribution of system resources. Consequentially the physical machines could
be replaced or repurposed as thin-clients which will connect to the OpenStack cluster
and present one or more virtual machines through a remote desktop protocol such as
VNC or SPICE.

4.3 Setup

For a proof of concept a simple OpenStack installation will be deployed to a single
machine with following specifications:

• 64 GB memory

• 3.8 TB storage

• CPU: Intel Xeon E3-1225.

Each student will be associated to an account managed by Keystone and will have
access to a project. Such a project serves as a room for the student to deploy his virtual
machines(s) in isolation of the outside world and the other projects living in that cloud.
A project can also be assigned to multiple students. This is useful for assignments where
more students need to collaborate on the same setup.

Connectivity can be achieved within a project using a private network using private
range of addresses. This network can be connected to another network using a virtual
router provided by the OpenStack networking service Neutron. An admin network
will be bridged to the physical (provider) network. This admin network will be made
available to all projects. NAT will be applied using floating addresses as the public
range. This range is the range used on the provider network.

The administrators will provide system images through the OpenStack image service
Glance, and a working virtual machine can be spun up in under a minute time using
this approach. If wanted, the disk of a virtual machine instance can be kept to be reused
in another instance. This service will be provided by Cinder.

Furthermore, each department can be separated through domains. Supported by
Keystone, a domain isolates users, project, administrators and networks. This is useful
to separate different departments and use cases.

To ensure good performance for all users limits will be applied to the users of the
OpenStack cloud. These limits can be defined on a per-project basis and can include
several available instances as well as limits to the available resources and floating I.P.
addresses. For this experiment, the limits will be set as such for each student project,
assuming each student will generally need about five instances about any given time.
Limits can be modified for each project individually if necessary.

• CPU: 2 vCores

• memory: 3 GB

• storage: 90 GB

5 Setup configurations

For this PoC the most common OpenStack services are being installed by PackStack, a
package which uses Puppet modules.
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Once the installation is complete, new domains are added from the CLI of the server.
A file will be added to request a token from Keystone to be able to execute OpenStack
admin operations. Admin users need to be added to manage each domain. For this roles
are used. The default rules are admin and member. As roles are a relation between a
user and a project an admin project needs to be added, and the ’admin’ role needs to be
assigned for the admin user of that domain to the project for the admin user to manage
the domain from the web-interface.

For security reasons, multi-domain login is disabled by default for the web
interface, and this can easily be enabled by editing the file /etc/OpenStack-dashboard/
local settings. From then on the web-interface can be used to log in to a domain and
add the users and projects and assign roles. The limits for each project can be changed
here too, to minimise work it would be preferable to set the default limits before doing
the projects, this limits will be applied to all projects added afterwards.

In this setup, users should not be able to upload, delete or modify images. This is
achieved by changing the file /etc/glance/policy.json, requiring the admin role on the
domain to execute the add image, delete image and modify image actions.

5.1 Test 1

To verify how much users the experimental setup can support a simple observation of
the memory usage during operation is made with various numbers of instances. These
instances are originating from the same Debian 8.5.0 installation which also has the
XFCE lightweight desktop environment running. The amount of memory used will be
observed in two ways: firstly by using the program ‘free’ provided with CentOS which
takes into account the total amount of memory used on that host, including by the
operating system itself. The second source of data will be OpenStack itself, reporting
on the memory consumption of the compute host, which in this case is the only host
running the whole stack.

Table 1 Table displaying memory usage in megabyte for a number of instances running

Amount of instances Total memory usage Usage as reported by OpenStack

0 9,728 0
1 10,240 2,048
2 11,162 4,096
10 15,872 20,480
20 19,968 41,882
26 22,938 54,579
28 24,166 59,187
33 26,726 69,734
43 39,322 90,112

The results provided by the system and by OpenStack are wildly different (Table 1
and Figure 3). The OpenStack tools only report the amount of memory granted to the
instances according to the ‘flavours’; these flavours are profiles that describe the number
of resources to be given to an instance. In this case, each instance is assigned 2 GB. The
reported memory consumption is 2 GB times the number of instances. The real usage
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of memory, as reported by the operating system, is only the amount of memory needed
by the instance at the time, memory is not being reserved preemptively. As the average
Debian installation requires less than 2 GB, it is possible to assign more memory to
the instances then there is system memory available. This technique is called ‘memory
over-commitment’. If the system memory is exhausted, it would be expected that the
host system would start swapping and that the performance of memory operations would
decline significantly.

Figure 3 Test 1, a graphic representation of the memory usage (see online version for colours)

An additional test could be performed to compare performance in a setup where each
instance is configured with a swap partition or file and a setup two where no swap
mechanism would be enabled on the instances and where they would rely on the
swapping capabilities of the host.

Table 2 Table consisting of memory usage in megabyte for a number of instances running

Amount of instances Total memory usage Usage as reported by OpenStack

0 9,728 0
1 9,984 512
2 10,240 1,024
10 12,288 5,120
20 14,848 10,240
26 16,384 13,312
28 16,896 14,336
33 18,176 16,896
43 20,736 22,016
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5.2 Test 2

A second test is similar but would more closely simulate a real use case. Here the
same test is performed but with Debian machines that do not come with a desktop
environment, the assigned memory would be 512MB for each instance. This should be
enough for typical use with only the command-line interface.

Figure 4 Test 2, a graphic representation of the memory usage (see online version for colours)

As expected (Table 2 and Figure 4), a better-optimised image results in a smaller
memory footprint. The premise of this experiment is the same as the first one. Again
OpenStack reports the memory that is assigned to the instances while that memory is
not immediately dedicated, which makes over-committing memory feasible. The logical
conclusion is that the better an instance image is optimised, the more users can be served
on a given set of resources.

6 Conclusions and future work

The deployment of IaaS with OpenStack provides tools for creating and managing
virtual machines on top of existing resources. The overview of OpenStack performed in
this study, alongside with the experimental setup, and finally, the configuration setup,
show that OpenStack follows the trends dictated either by the needs of users or by
compliance with the new open standards.

In this paper, beside doing an overview of OpenStack virtualisation software, a
useful test case applied to educational resource virtualisation is shown in its most
relevant configurations.

Future work involving resource virtualisation point to benchmark tests to stress
OpenStack, and to study how it manages load, available resources and scaling.
Furthermore, the final goal would be an implementation of OpenStack to virtualise the
entire on-premise educational system (Viseu Polytechnic Institute), allowing students to
manage their limited number of instances.
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