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Abstract: The smart power grid systems are continually exposed to malicious 
cyber-attacks that are difficult to detect. If smart power grid attacks are not 
identified quickly and correctly, they may cause substantial economic losses 
and damage to the power system. To enhance productivity and improve the 
security of the smart power grid system against cyber-attacks, real-time 
detection of smart power grid attacks is still challenging. In recent years, there 
have been more cyberattacks, which have caused a lot of damage to power 
systems. This paper presents an experimental investigation of seven different 
approaches for detecting malicious activities and cyberattacks in the smart 
power grid system. Further, we employed maximum relevancy and minimum 
redundancy-hesitant fuzzy set feature selection technique to boost the attack 
detection performance. The experimental results demonstrate that random 
forest achieved the highest performance and average accuracy for two-class 
(95.30%) and three-class (95.33%) classifications, which shows that the 
presented proposed Model notably outperformed the other cyber-attack 
detection models. 
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1 Introduction 

The astonishing advancement of sensors and control systems has resulted in the 
improvement of the smart power grid (SPG), which outperforms the abilities of a 
traditional system (Tuballa and Abundo, 2016). The SPG system is the automatic form of 
energy production, distribution and transmission that combines communication and 
information technology (Yoldaş et al., 2017). Because of this, the SPG system is more 
durable, dependable, efficient, and adaptable than a traditional grid. Real-time control 
and monitoring are essential for smart metres, renewable energy sources, electric 
vehicles, and many other things (Dileep, 2020; Gungor et al., 2013; Sridhar and 
Govindarasu, 2014). SPG offers customers a dependable and sustainable power supply 
through the cyber-physical system. The intelligent grid status may be monitored and 
controlled by placing remote terminal units, sensors and electronic devices in the SPG 
field. The measurement data is collected by these electronic devices, sensors, and remote 
terminal units, which are then transmitted to the ‘supervisory control and data 
acquisition’ (SCADA) system (Sayed and Gabbar, 2017; Tawde et al., 2015). The 
SCADA system monitors and controls the critical power grid system infrastructure. Even 
though the SCADA system and its technologies were put in place to meet the growing 
need for reliable and stable energy, they are also very dependent on smart communication 
technologies. Thus, the modern SPG system, like water treatment plants and oil and gas 
refineries, that hackers can attack them. The invaders may launch a cyberattack using 
sophisticated technology to break the system. The adversary compromises of wide area 
network (WAN), neighbourhood area network (NAN) or home area network (HAN) to 
compromise the system. An adversary may inflict harm to electrical equipment or a 
lengthy power loss by hacking the system (Rawat and Bajracharya, 2015). Additionally, 
they can influence the control centre, offer false meter readings or prices, and fake crucial 
information via snooping (Han and Xiao, 2016; Zhang et al., 2019). Currently, most 
intrusion detection systems (IDS) utilized in SCADA in power supply networks are 
focused on the cyber sector while disregarding the process states in the physical field. 
Data IDSs are used to find security threats and attacks in a system, but they cannot stop 
them. However, by correctly training the detection systems, assaults may be detected 
effectively without any user intervention, reducing the enormous loss incurred in systems 
without an IDS. These systems will function as a second line of defence in all 
architectures and play a crucial role in cyber-physical systems detecting various threats. 
The classification of normal and abnormal activity by IDSs enables the system to identify 
unknown assaults. The data intrusion assaults are the most common cyber-assaults that 
risk power grid security. Generally, false data injection, load redistribution, and denial of 
service are the three main categories of data intrusion assaults (Deng et al., 2017; 
Mehrdad et al., 2018). Cybercriminals used these assaults to change transmitted data, take 
control of operations, disturb the safe operation of the SPG system, generate financial 
benefits, or even damage the physical system. Modern IDSs must identify and 
differentiate suspicious data from other forms of data. It keeps the data accessible while 
protecting the network’s integrity and privacy from possible threats.On the other hand, 
IDS that doesn’t catch intrusions has terrible effects on both utility companies and their 
customers. Much attention has been paid to improving feature selection (FS) and machine 
learning (ML) methods for finding cyberattacks in the power grid system. To identify 
cyber-attacks in SPG, several ML-based classification algorithms like as random forest 
(RF), Naive Bayes (NB), One-R, support vector machines (SVMs), decision trees (DTs), 
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k-nearest neighbour (k-NN), and Ada-boost have been used (Borges Hink et al., 2014). 
This paper presents an experimental investigation of identifying abnormalities, malicious 
actions, and cyber-attacks in the SPG system. ML techniques are utilized to examine 
intrusion attacks on the SPG system. The classification and detection of intrusion attacks 
will assist system administrators and industrial operators in making the crucial decision to 
protect the SPG system from hackers and detect abnormal activities such as physical 
component failures and sabotage. We presented a maximum relevancy and minimum 
redundancy-hesitant fuzzy set (MRMR-HFS) method to select the useful features which 
help to accurately identify various attacks the abnormal activities in the SPG system. 

The main contribution of this work is listed below: 

• We presented a scheme using a combination of MRMR and HFS-based FS methods 
for precisely classifying various cyber-attacks on the SPG system. 

• A novel filter-based FS method called MRMR-HFS selects optimal features based on 
a group of ranking algorithms, which improves classification accuracy. 

• Using 15 publicly accessible datasets from the SPG system, we established the 
efficacy of the suggested approach and compared its performance for 2-and 3-class 
classification. 

The remainder of the paper is structured as follows: In Section 2, the related work is 
discussed various detection methods for identifying cyber-attack in intelligent power grid 
systems. Section 3 describes the SPG system and dataset in detail. Section 4 provides 
brief preliminaries of basic concepts of hesitant fuzzy sets (HFSs) and their definitions. 
Section 5 defines the proposed methodology in detail. We reported the experimental 
findings in Section 6, and finally, we presented the conclusion and future work in  
Section 7. 

2 Related work 

The SPG system is a technology utilized by many modern power systems to deliver 
electricity. Smart technologies make the computer-based remote control and automation 
of the SPG (El-Hawary, 2014) possible, which have made energy more efficient and SPG 
systems susceptible to cyber-attacks. Many researchers have used different methods for 
the IDS. A few target systems in the smart grid where the IDS has been thoroughly 
addressed are the advanced metering infrastructure (AMI), the substation, and the 
synchro phasor system. It is stated (Radoglou-Grammatikis and Sarigiannidis, 2019) that 
the IDS for smart grids must quickly and accurately identify a wide range of intrusions. 
By comparing various patterns or aspects of known attacks, signature-based techniques 
have historically been used to identify malicious communications or malware. This 
family of detection methods is appropriate for use in communication networks for smart 
grids and has a low chance of false positives. For instance, signature-based Snort rules 
were suggested for detecting cyberattacks in the SCADA system’s Modbus (Morris et al., 
2013) and DNP3 (Li et al., 2015) networks. Signatures cannot identify new cyberattacks, 
and the current information base about cyberattacks in the smart grid is inadequate. 

On the other hand, anomaly-based intrusion detection creates profiles of the system’s 
usual activities and recognizes aberrant behaviours as intrusions. Heuristics, statistical 
analysis, or ML techniques may be used to create the profiles. For each instance, Blum 
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latches the generalized likelihood test with locally optimal hypothesis testing to increase 
the probability that smart grid incursions and failures would be found (He and Blum, 
2011). For a synchro phasor-specific IDS, Khan et al. (2018) established signature-based, 
heuristic, and state-full criteria to recognize both well-known and fresh cyber-attacks in 
the IEEE C37.118 communication architecture.  Seven data stream mining techniques for 
the AMI were evaluated by Faisal et al., who provided suggestions for their application in 
the suggested distributed IDS system (Faisal et al., 2015). While signature-based IDPs 
are more likely to be able to identify known attacks, anomaly-based IDSs may be less 
likely to do so. Pan et al. suggested using heterogeneous data and a common path mining 
method to make an IDS that can find power system events and cyber-attack (Pan et al., 
2015b). The state tracking and extraction method (STEM) technique prepares data for 
common route mining. Then, frequent item set mining is employed to identify common 
routes connected to certain system behaviours (Adhikari et al., 2018a). A common route 
is an ordered collection of key states for a specific cyberattack or power system incident. 
Things may be sorted into many categories using signatures that are common pathways. 
The examination of common path mining demonstrates the relationship between various 
events and behaviours that fit several similar routes. The IDS for the electricity system 
can be scaled up using this approach, although it isn’t particularly precise. 

Adhikari et al. (2018a, 2018b) developed the Hoeffding adaptive trees (HAT) and 
non-nested generalized exemplars (NNGE) techniques for creating offline and online 
event intrusion detection systems (EIDSs). Processing the two IDS power system security 
datasets using STEM is acceptable. For datasets on binary and multi-class power systems, 
these identification algorithms have an accuracy of greater than 90%. Although the 
findings of these algorithms were encouraging, their false positive rates remained above 
1%. To protect the SPG from cyber attacks, Camana Acosta et al. (2020) developed an 
extremely randomized tree (ERT)-based strategy. KPCA was utilized to reduce the 
dimensions. The KPCA is a two-step procedure that entails both doing regular PCA and I 
translating the data into a higher-dimensional space. Then, the ERT-based approach, 
which utilizes many DTs, is employed for categorization. These DTs consist of nodes 
representing children, leaves, and roots. The testing samples are sent to the DT in the last 
stage of the testing phase, and the sample is guided to the leaf node by the best splits. 
Compared to the RF, this ET method effectively lowers bias and variance. Additionally, 
it quickly and accurately pinpoints the attacks. An ML approach was recommended by 
Ahmed et al. (2018) to protect the power system from online threats. To extract traits, the 
genetic algorithm (GA) is also employed. Here, the fitness function is used to evaluate 
the effectiveness of each option. GA helps choose the best subset with less classification 
error and can distinguish between two groups in this way. The SVM is then given the 
attributes that the GA has chosen, and it assists in identifying inaccurate data. Data are 
either classified as compromised or uncompromised by the system. This lessens the 
complexity of the detection and increases its precision. But as the system gets bigger, so 
does the effectiveness of the detection. An isolation forest (IF)-based technique for SPG 
integrity preservation was put out by Ahmed et al. (2019). They employed the IF 
technique to identify the assault and the PCA strategy to decrease the data’s 
dimensionality. While PCA extracts the features, FS removes the discriminating features. 
In this instance, the IF separates the zero or two child nodes after they have grown fully; 
they are referred to as ‘leaf nodes’. This IF method lowers the chance of a breach of 
covert data integrity. Karimipour et al. (2019) created a method for locating cyber-attacks 
in the SPG that uses a dynamic Bayesian Network (BN). The system is broken down into 
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several smaller systems under this framework, and the smaller system properties are 
learnt using a technique called ‘symbolic dynamic filtering’ (SDF). The series data is first 
converted into an SDF symbol sequence and compressed. The ‘Boltzmann machine’ is 
then used to find the attacks. The subset selection decreases this framework’s complexity 
by selecting a feature and the methods for filtering. The concurrent pre-processing of data 
and breakdown performed by the subsystems further speed up computing. 

In Gururaj et al. (2023), the cybersecurity vulnerabilities to smart grids and the 
approaches for mitigating a denial-of-service attack are examined. This work aims to 
create a surrogate artificial neural network-based approach for forecasting the 
compressive strength of concrete, which is the most important element in the life service 
of concrete and its durability in civil engineering building projects (Chen, 2022). Based 
on machine vision recognition, this study builds an online flaw detection system for 
pharmaceuticals and spirits caps using an LED light source, an industrial camera, an 
industrial computer, and a PLC (Yang et al., 2023). Yin et al. (2021) presents a bagging 
strategy-based kernel extreme learning machine for complicated network intrusion 
detection. The bagging algorithm is used in this method to train many  
sub-kernel extreme learning machines separately. In Goutham et al. (2022), the author 
provides information on smart grids and energy storage units. Several challenging 
challenges connected to the integrity and dependability of rapid, scattered, and 
sophisticated energy transactions and data transfers might be resolved using this 
technology. Utilization of blockchain might reduce energy transaction costs while 
simultaneously enhancing the security and long-term sustainability of distributed energy 
resource integration, reducing obstacles to developing a more decentralised and resilient 
power system. Flammini et al. (2022) discussed the work on the Internet of Things, its 
mechanism, and its relevance concerning current developments. Sensors will serve as the 
channel for exchanging information from one point to another. Smart grids play a 
significant role compared to traditional networks, where energy use and regulation are 
crucial. The role of blockchain in the Internet of Things is examined. Various benefits 
and drawbacks, as well as obstacles encountered while using blockchain in IoT, are 
discussed. In this study, a blockchain-based, IoT-enabled, secure SG system is built to 
establish more secure metre reading communication inside the AMI system. The work 
utilised the blockchain method in both HAN and NANs to prevent intruders’ 
manipulation of electric metre reading so that the government’s billing system may be 
created effectively without incurring any financial loss. Periodically, the smart metres 
upload the metre reading and digital signature to a nearby server. Using a consensus 
technique, the distributed server checks the legitimacy of the received metre reading. 
Using smart contract codes running on the server, the metre reading is validated against 
tampering. The validated metre reading is subsequently included into the distributed 
ledger. In this manner, the proposed paradigm prohibits an adversary from gaining 
unauthorised access to private data and transmitting false metering data. Thus, inaccurate 
demand estimate and incorrect invoicing are prevented (Gururaj et al., 2022). 

The methods currently employed to identify cyberattacks in the SPG system are 
mostly centred on the system’s selection of features and simplicity. Nevertheless, as the 
scale of the system rises, so does the detection effectiveness, and the likelihood of more 
potent cyber attacks being detected may decline. Only a few ML-based methods have 
been disclosed for the detection phase. However, the ML techniques deployed have 
extremely weak Accuracy in assault detection. More strategies have been developed, 
including ‘neural networks, BNs, and evolutionary algorithms’. It is hard to discern 
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between actual assaults and false alarms due to the false positives and false negatives 
produced by the existing intrusion detection technologies. Evolutionary algorithms also 
struggle to find the optimal weights because of their slow convergence. Inaccuracy is 
increased by incorrect weight value setting, which lowers precision and system 
performance. The author introduced the MRMR-HFS-based system for cyber-attack 
detection to address these issues. 

3 Description of the SPG system 

This section describes the SPG architecture which is utilised in this investigation of the 
proposed scheme. 

Figure 1 SPG architecture (see online version for colours) 

 

Figure 1 shows the benchmark power system architecture. The SPG system is divided 
into two power generators (G1, G2), four intelligent electronic devices (IEDs) (R1-R4), 
and four breakers (BR1-BR4). The IEDs switch the breakers on and off, and two lines are 
formed by connecting pairs of breakers (BR1-BR2 and BR3-BR4). The control centre 
may monitor and control the whole network, located at the bottom of the diagram 
alongside several intelligent devices. The relay employs the distance protection 
mechanism to trigger the brakes upon detecting mistakes and malfunctions. Since there is 
no validation procedure to distinguish between genuine and fake errors, the trip breaks 
will be executed anyway. The operators also send a manual command to the intelligent 
relays to turn off the breakers. As seen in Figure 1, during an attack, it is considered that 
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the intruder is already inside the system and has authority over it and that they may issue 
a false order from the substation switch. 
Table 1 Problem types and attack scenario 

Problem types No. of 
datasets 

No. of scenario 
Attack Normal Natural No-event Total 

2-class 15 28 9 - - 37 
3-class 15 28 - 8 1 37 
Multi-class 15 Each event has its distinct class. 37 

The split scenario and problem types are listed in Table 1. The 45 different dataset types 
are considered here and can be split into 2-class, 3-class and multi-class. There is nothing 
common between all the datasets. Each dataset has 5000 samples and one sample related 
to any one of the 37 event circumstances. A total of 5,226 observations are a part of the  
3-class datasets. These data samples comprise 1,221 natural occurrences, 3,711 attack, 
and 294 no-event occurrences. The used scenarios, as in Buczak and Guven (2016), are 
consistent. Hence, we considered various attack scenarios in Buczak and Guven (2016) 
line maintenance, false data injection, short circuit, relay setting change, and remote 
command input. The whole event scenarios (37) in binary datasets are divided into 
normal operation scenarios (9) and different attack scenarios (28). The 3-class real 
scenarios are classified into realistic scenarios (8), attack scenarios (28), and no event 
scenarios (1). The entire scenarios in multi-class datasets are considered as a single class. 
A detailed overview of the SPG dataset is given in Pan et al. (2015a) and Zaharie et al. 
(2011). The precise distribution for 2-class and 3-class for 15 datasets is given in Table 2. 
Table 2 The number of classes and instances distribution for 15 power grid datasets 

Dataset Total 
instances 

2-class data set  3-class data set 
Attack (%) Natural (%)  Attack Natural No event 

D-1 4,966 3,866 
(77.85%) 

1,100 
(22.15%) 

 3,866 
(77.85%) 

927 
(22.15%) 

173 
(3.48%) 

D-2 5,069 3,525 
(69.54%) 

1,544 
(30.46%) 

 3,525 
(69.54%) 

1,222 
(30.46%) 

322 
(6.35%) 

D-3 5,415 3,811 
(70.38%) 

1,604 
(29.62%) 

 3,811 
(70.38%) 

1,250 
(29.62%) 

354 
(6.54%) 

D-4 5,202 3,402 
(65.4%) 

1,800  
(34.6%) 

 3,402 
(65.4%) 

1,397 
(34.6%) 

403 
(7.75%) 

D-5 5,161 3,680 
(71.3%) 

1,481  
(28.7%) 

 3,680 
(71.3%) 

1,211 
(28.7%) 

270 
(5.23%) 

D-6 4,967 3,490 
(70.26%) 

1,477 
(29.74%) 

 3,490 
(70.26%) 

1,287 
(29.74%) 

190 
(3.83%) 

D-7 5,236 3,910 
(74.68%) 

1,326 
(25.32%) 

 3,910 
(74.68%) 

1,118 
(25.32%) 

208 
(3.97%) 

D-8 5,315 3,771 
(70.95%) 

1,544 
(29.05%) 

 3,771 
(70.95%) 

1,188 
(29.05%) 

356 
(6.7%) 

D-9 5,340 3,570 
(66.85%) 

1,770 
(33.15%) 

 3,570 
(66.85%) 

1,292 
(33.15%) 

478 
(8.95%) 
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Table 2 The number of classes and instances distribution for 15 power grid datasets 
(continued) 

Dataset Total 
instances 

2-class data set  3-class data set 
Attack (%) Natural (%)  Attack Natural No event 

D-10 5,569 3,921 
(70.41%) 

1,648 
(29.59%) 

 3,921 
(70.41%) 

1,322 
(29.59%) 

326 
(5.85%) 

D-11 5,251 3,669 
(69.87%) 

1,282 
(24.41%) 

 3,969 
(69.87%) 

1,137 
(24.41%) 

145 
(2.76%) 

D-12 5,224 3,453 
(66.1%) 

1,771  
(33.9%) 

 3,453 
(66.1%) 

1,387 
(33.9%) 

384 
(7.35%) 

D-13 5,271 4,118 
(78.13%) 

1,153 
(21.87%) 

 4,118 
(78.13%) 

950 
(21.87%) 

203 
(3.85%) 

D-14 5,115 3,762 
(73.55%) 

1,353 
(26.45%) 

 3,792 
(73.55%) 

1,274 
(26.45%) 

79 
(1.54%) 

D-15 5,276 3,415 
(64.73%) 

1,861 
(35.27%) 

 3,415 
(64.73%) 

1,347 
(35.27%) 

514 
(9.74%) 

4 Preliminaries 

1 Let X be a reference set, a HFS A on X is defined in terms of the function hA(x) when 
applied to X, returns a finite subset of [0,1], where hA(x) is a set of different  values in 
the interval [0,1], hA(x) is referred to as the hesitant fuzzy element (HFE) (Rodríguez 
et al., 2014). 

{ }, ( ) ,AA x h x x X= ∈  (1) 

2 Given an HFE h, its lower and upper limits are defined as follows in (Rodríguez  
et al., 2014): 

: ( ) min ( ); : ( ) max ( )Lower limit h x h x Upper limit h x h x− += −  

3 For an HFS, A = {<x, hA(x) > |, xi ∈X, i = 1,2,3…n} the information energy is 
represented in (Chen et al., 2013). 

( )2
1 1

1( ) ( )in l
HFS ii j

i
E A h Aσ j x

l= =

 =  
 

   (2) 

4 The relationship between the two typical HFSs, A and B, is defined as follows in 
(Rodríguez et al., 2014). 

( ) ( ))
1 1

1( , ) ( )in l
HFS A i ii j

i
C A B h σ j x hσ x

l= =

 =  
 

   (3) 
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5 The correlation between the two typical HFSs, A and B, is defined as follows: 
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=

=
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 =
 
 
 
  
  

 

 




 

 (4) 

 where it must meet the following three conditions:  
a (A, B) = ρHFS(B, A) 
b 0 ≤ ρHFS (A, B) ≤ 1 
c ρHFS (A, B) = 1 of A = B. 

4.1 Methods used for calculating the ranking 

In this section, we define Fisher, ReliefF and information gain (IG) algorithms that are 
used in the proposed strategy. The ability of each character to be distinguished is 
measured by the information gained. As a result, it gives each character a unique rating. 
Additionally, the greatest IG value demonstrates a high level of discrimination. For 
computing the IG, it is necessary to determine the entropy as shown below. 

2 2( ) log _ logentropy s p p p p+ += − − −  (5) 

where –p– and –p+ are the probabilities of positive and negative labels. 

( ) ( )1
, ( )

| |m

v
m vv F

s
Gain s F entropy s entropy s

s∈
= −  (6) 

where Fm is a set of all possible values for mth features Fm(m = (1….d) and sv is the subset 
of the sample in Fm that has vs Values and S is the whole sample in Fm. 

Relief’s iterative ranking system aims to give each character a fair grade. The first 
phase of the method considers a nil vector based on the number of features. The 
algorithm then selects two samples for each step, requiring that one sample be the closest 
neighbour in its class and the second sample be the closest neighbour in its class. At each 
iteration, these two samples are used to update the vector. When m is less than the sample 
size, the algorithm will run m times. Fisher attempts to value each feature by examining 
how well it can distinguish between classes and how widely data from each class are 
distributed according to that characteristic. The higher score of Fisher, the greater the 
feature’s discriminating ability. 
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4.2 Measurement of resemblance 

The three similarity measurements that are utilized in the suggested approach are 
described in this section. Assume that pth and qth columns of a dataset contain two sample 
vectors X and Y, respectively. These columns are often referred as pth and qth features. 
The first similarity measure, Euclidean metric (Witten and Tibshirani,), is described in 
equation (7), which can measure the similarities between the pth and qth attributes. 

( )
1

2( , )

1
pq

euclidian X Y

IED
X Y=

=
−

 (7) 

where X and Y are two identical feature vectors, the second similarity measure for the pth 
and qth features are presented in equation (8) and contain the precise values of 
correspondence coefficients (Yang et al., 2023). 

( ) ( )
( ) ( )

1
2 2
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− −
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 (8) 

where X and Y are two feature vectors of the same size, xi is the ith element of X, and X is 
the arithmetic mean of the vector’s elements. Similarly, yi is the ith element of, Y and Y is 
the average of the vector’s elements. 

( )( )

( ) ( )
1

2 2

1 1

cos ( , )

n
i ii

pq n n
i ii i

x y
CS ine X Y

x y

=

= =

= = 
 

 (9) 

The main cosine similarity (CS) is the 3dr similarity measure (Rodríguez et al., 2014) 
among the attributes, which is computed similarly to the previously stated similarity 
measures, where X and Y are two feature vectors of equal length; also, xi and yi are the ith 
elements of X and Y are, respectively. 

4.3 Merit based on correlation 

This section discusses an established advantage of correlation-based FS techniques. This 
benefit is proposed by Hall (1999). As shown in equation (10), they suggested a formula 
that would evaluate the relevance among characteristics and their class labels and the 
redundancy among features by themselves. 

*

( 1)

k RCFmerit
k k k RFF

=
+ −

 (10) 

The number of features is denoted by k in the formula above, while the connection 
between the features and their class labels is shown by RCF. The RFF is a good 
illustration of feature redundancy; for instance, Pearson Correlation Coefficients can be 
used in equation (10). The equation states that when the relevance of the feature class is 
maximised, and feature redundancy is reduced, the merit obtains the maximum value. 
This merit considers both maximum relevance and lowest redundancy. 
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Table 3 The explanation of the symbols and variables used in this paper 

Symbols name Detailed explanation of the symbols 
d This variable indicates the dimension of the datasets 
R-HFS Ranking-based algorithm generated by hesitant fuzzy set 
S-HFS A hesitant fuzzy set generates the similarity measure 
Rel_cf Class labels and features relevancy 
Red_ff Redundancy among features 
merit computed value in sf 
IEDp.q The inverse of Euclidean Distance 
PCp.q Pearson Correlation Coefficient 
CSp.q Cosine likeness between p and q 
HFE This denotes the data structure that stores a vector of feature membership 

values 
p – pairs This includes all possible combinations of the features 
Features_subset The final collection of chosen features subset 
Temp_sf The temporary variable that holds the calculation of sf and fc 
fc This variable has a feature that requests to be evaluated 
Index Maximum Merit Archive Index 
k No. of features 
i This is a counter that sums between 1 and d 
sf This variable stores the subset of selected features in each iteration 
max_value The greatest value in the array 
feature_max_index The index of a value in an array that achieves the highest value 
n This represents the counter that counts between 1 and d 
total_fs Data structure that stores each iteration’s proposed selected features 
merit_archive Merit values are saved in the Merit Archive 

5 Proposed methodology 

In this paper, we presented the MRMR-HFS-based FS method; this approach seeks to 
classify the different assault types seen in the SPG system as either assaults or common 
occurrences. The four key steps in this method are dataset pre-processing, feature subset 
selection, classification, and performance evaluation. Initial processing involves 
replacing all infinity values (‘inf’) in the SPG dataset with zero. Then, the informative 
attributes are selected by an MRMR-HFS-based methodology. The classification model 
is then trained using the various supervised classification approaches on the chosen 
subset of characteristics. Supervised models are repeatedly trained in this work to utilize 
split datasets and a 10-fold cross-validation configuration. 
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Figure 2 Proposed MRMR-HFS scheme (see online version for colours) 

 

For SPG systems, the suggested solution generates an alert message that includes natural 
and no-event for issues of 2 classes and natural, attack, and no-event for issues of 3 
classes. Finally, several performance assessment metrics are used to evaluate the 
performance of the suggested technique. 

In this study, the theoretical presumptions that will serve as the foundation for 
experimental assessments are as follows: 

• By using an appropriate feature subset, the benchmark supervised classification 
algorithms would perform better and be less susceptible to the things of the curse of 
dimensionality. Therefore, we used the MRMR-HFS-based FS method. 

• The complex power-grid system’s non-linear and overlapping feature set is 
challenging. We postulated that the elegant performance of various classification 
approaches would aid the correct categorization of distinct attack types in power-grid 
systems. 

5.1 MRMR-HFS-based FS 

MRMR-HFS method is used for locating and eliminating uninteresting attributes from 
datasets. This step aims to choose significant characteristics that are firmly linked, 
instructive, and pertinent to control data events in complex power systems from the 128 
features in the SPG datasets. The MRMR-HFS ensemble ranking method was employed 
in this investigation. This section discusses the merit value in the proposed FS approach, 
reluctant fuzzy sets, filter methods, and similarity measures. This approach is divided into 
three sections. The first section considers feature redundancy by creating uncertain fuzzy 
sets based on similarity measurements. Another section uses ranker algorithms to 
determine the relevance of characteristics and class labels. Finally, based on the two 
previously given facts. 

MRMR-HFS has the following advantages: 

1 compared to previous approaches, it selects fewer subsets of features with greater 
accuracy, precision, recall, and F-measure values 

2 it suggests a FS technique with no parameter adjustment required 

3 it does not need any pre-processing before choosing features 
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4 most importantly, it shows that HFS theory is a good way to combine different 
feature evaluation criteria. 

Figure 3 Work flow diagram of MRMR-HFS 

 

Figure 3 illustrates the three main parts of the MRMR-HFS. First, ranking HFSs are 
created to assess the relationships between characteristics and the intended class labels; 
second, it analyses the similarity hesitant fuzzy sets (S-HFSs) to consider the correlations 
between attributes. The method then uses a sequential forward search to identify the best 
characteristics subset. Keeping in mind that the S-HFSs are developed throughout each 
iteration of the search process based on the dynamic discourse universe is crucial. The 
recommended MRMR-HFS approach is a FS strategy that is multivariate since this 
maximizes the correlations between class labels and features and reduces feature 
redundancy. The algorithm for selecting the feature is shown in algorithm1. Algorithm 2 
and Algorithm 3 are shown the calculation of information energies and generating the  
R-HFS and S-HFS. 
Algorithm 1 The algorithm for FS (MRMR-HFS) 

Start 
Output: Subsets of selected features. 

sf = {}; Let’s consider sf is an empty subset. 
Rel_cf//Calling Algorithm 2, Generating the R-HFS and Calculating their  

information energies. 
{max_value, feature_max_index} ← max(Rel_cf); 
n ← 1;// initialise n = 1 
sf ← sf ∪ feature_max_index // feature achieves maximum value. 
merit_archive(n) ← max_value // save the selected features. 
total – fs(n) ← sf; // save the selected features from the total features. 
while (n < d) // This loop generates d feature subsets candidates. 

for i = 1 to d // This loop find the best features in the feature subset. 
Ref_ff // Calling the Algorithm 3 

calculate the merit(i) = 
*
( 1)

cff

ff

k Rel
k k k Rel+ −

 

end for 
merit(sf) ← ∞// The merit value avoid redundant feature subset 
[max_value, feature_max_value] ← max(merit); 
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sf ← sf ∪ {feature_max_index} 
n ← n + 1 
total_fs(n) ← sf; 
merit_archive(n) ← max_value 

end while 
index ← max(merit_archive) 
feature subset ← total_sf(index) 
return_feature subset;// Out put 

End 

Algorithm 2 The algorithm for calculating the Ref_cf (Generating the R-HFS and calculating 
their information energies) 

Start 
Out put: Ref_cf 

for m = 1 to d 

( ) { }( ), ( ), ( )r m mh HFS F IG m Fisher m ReliefF m− ←  

( ) ( ) ( )2 2 21_
3

Rel cf IG m ReliefF m Fisher m← + +  

end for 
return Rel_cf // output 

End 

Algorithm 3 The algorithm for calculating the Red_ff (Calculate the information energies and 
generate the S-HFS) 

Start 
Input: sf and candidate feature(fc); 
Output: Red_ff 

temp_sf ← sf ∪ fc;// adding the candidate feature fc to sf.  
p – pairs ← generate all possible pairs and combinations of temp_sf. 
cnt ← 1; 
for each pair (p,q) in P_pairs 

( ) { }, ,pq pq pq pqs x IED CS PCh → ←  

( )2 2 21_ ( ) ( . ) , ( . ) , ( . ) ;
3

Red ff cnt IED p q PC p q CS p q←  

//calculating the information energies of the above HFS. 
cnt = cnt + 1; 

end for 
return Red_ff // output 

End 
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6 Experimental results 

This segment describes the achieved result and experimentations in detail. All the 
experiments in this research were performed in Python 3.10 using a 1.60 GHz Intel(R) 
Core i5 processor and 16 GB of RAM. First, to verify the integrity of the premise that the 
MRMR-HFS FS approach would significantly contribute to the correct detection of 
various assaults on the SPG system, we tested different supervised classification 
techniques on the SPG system. 

6.1 Classification algorithms 

There is a wide range of classification algorithms since they are not all based on the same 
assumptions. NB is based on a probability distribution, and a tree-based classifier, which 
employs knowledge gain for splitting and building branches, are two good examples. 
Depending on the dataset, the algorithm’s performance varies and characteristics since 
their underlying mechanics are different. Our work proposes a wide range of algorithms 
using ML to classify several attacks in the SPG systems. We chose various classification 
algorithms, such as DTs, RFs, NB, SVM, Adaboost, logistic regression, and KNNs 
(Agrawal et al., 2022; Ahirwal and Kose, 2020), that are utilized for malicious activities 
in the SPG system. 

6.2 Evaluation parameters 

The classification performance of the proposed MRMR-HFS scheme is estimated using 
different evaluation parameters, as described in equation (11) to equation (15) (Chandra 
et al., 2020, 2021; Dewangan et al., 2022), where true positive (TP) and true negative 
(TN) denotes the correctly predicted instances, whereas the false positive (FP) and  
false-negative (FN) represents the misclassification; CP = TP + FN and CN = TN + FP. 

100
P N

TP TNAccuracy
C C

+= ×
+

 (11) 

100
N

TNSpecificity
C

= ×  (12) 

100TPPrecision
TP FP

= ×
+

 (13) 

100
P

TPRecall
C

= ×  (14) 

1
2- 100precision recallF Score

precision recall
× ×= ×

+
 (15) 

 



   

 

   

   
 

   

   

 

   

    Detection of cyber-attacks for sensor measurement data 345    
 

    
 
 

   

   
 

   

   

 

   

       
 

6.3 Result analysis and discussion 

From the achieved experimental results shown in Figure 4 (2-class data) and Figure 5  
(3-class data), it is observed that RF and DT classifiers considerably outperformed each 
other for all the fifteen original feature sets. The remarkable performance of the RF and 
DT classifiers can also be validated using various evaluation metrics such as Accuracy, 
precision, recall, and F1-score using 10-fold cross-validation, as depicted in Table 4 and 
Table 5 for 2-class and 3-class datasets, respectively. 

Figure 4 Accuracy comparison between the different classification’s models on fifteen datasets 
for 2-class data (128 features) (see online version for colours) 

  

Figure 5 Accuracy comparison between the different classification’s models on fifteen datasets 
for 3-class data (128 features) (see online version for colours) 
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Table 4 Performance evaluation metrics of fifteen datasets for 2-class data (128 features) 
using RF 

Dataset Accuracy Precision Recall F1-score 
D-1 91.00 92.00 90.00 91.00 
D-2 90.00 90.00 90.00 90.00 
D-3 92.00 92.00 89.00 91.00 
D-4 92.00 92.00 92.00 92.00 
D-5 92.00 92.00 90.00 91.00 
D-6 91.00 91.00 89.00 90.00 
D-7 93.00 93.00 93.00 94.00 
D-8 92.00 93.00 92.00 92.00 
D-9 90.00 92.00 90.00 90.00 
D-10 92.00 90.00 91.00 91.00 
D-11 90.00 92.00 88.00 89.00 
D-12 91.00 91.00 90.00 90.00 
D-13 92.00 91.00 90.00 91.00 
D-14 92.00 91.00 91.00 90.00 
D-15 91.00 91.00 90.00 90.00 

Table 5 Performance evaluation metrics of fifteen datasets for 3-class data (128 features) 
using RF 

Dataset Accuracy Precision Recall F-score 
D-1 92.00 92.00 91.00 91.00 
D-2 88.00 89.00 88.00 89.00 
D-3 91.00 92.00 90.00 91.00 
D-4 92.00 93.00 92.00 93.00 
D-5 91.00 90.00 90.00 90.00 
D-6 89.00 87.00 85.00 85.00 
D-7 91.00 92.00 91.00 92.00 
D-8 92.00 93.00 90.00 91.00 
D-9 90.00 91.00 92.00 90.00 
D-10 90.00 89.00 88.00 88.00 
D-11 92.00 91.00 90.00 91.00 
D-12 91.00 92.00 90.00 91.00 
D-13 93.00 91.00 92.00 91.00 
D-14 92.00 91.00 91.00 91.00 
D-15 91.00 91.00 89.00 90.00 
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However, we observed numerous characteristics had an overlapping range for various 
class labels when we examined the initial 128-feature input from the SPG system. Due to 
the obvious similarities between attacks and natural occurrences in the SPG system, this 
sensitive collection of characteristics has been developed. The generalization ability of 
ML systems is hampered by this sensitive set of characteristics, which brings about the 
curse of dimensionality. FS, which substitutes more discriminating qualities for less 
informative ones, is one potential remedy for this problem. The MRMR-HFS method was 
used in the second experiment to choose the ideal subset of characteristics. Table 6 
summarizes the number of selected feature for 2-class and 3-class data using  
MRMR-HFS. The intuition is to choose those characteristics that may effectively define 
assaults and natural occurrences on SPG systems. Furthermore, the MRMR-HFS 
approach is widely employed in various fields and has been shown to be effective. 
Table 6 No. of chosen feature for 2-class and 3-class data using MRMR-HFS 

Data-set Original features 
No.  of chosen features 

2-class 3-class 
D-1 128 8 9 
D-2 128 14 11 
D-3 128 23 13 
D-4 128 13 11 
D-5 128 18 12 
D-6 128 15 6 
D-7 128 18 8 
D-8 128 22 18 
D-9 128 18 8 
D-10 128 13 16 
D-11 128 14 2 
D-12 128 16 15 
D-13 128 17 15 
D-14 128 14 18 
D-15 128 18 17 

As a result, it was noted that the suggested MRMR-HFS scheme and 10-fold cross- 
validation were both used to evaluate classification models. Figure 6 depicts the outcome 
achieved for 2-class data utilizing fifteen power-grid datasets. According to Figure 6, the 
recommended MRMR-HFS approach achieved the best accurate classification 
performance, while the DT classifier ranked second. Additionally, the performance of 
SVM and NB classifiers is worse than average when using the provided feature set 
compared to the others. Figure 7 demonstrates that the suggested method beat the others 
in the three-class issue, earning the best classification accuracy, whilst the DT stays in 
second place. Table 7 and Table 8 show the thorough performance evaluation using the 
given subset of features for the 2-class and 3-class tasks, respectively. 
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Figure 6 Accuracy comparison between the different classification models on 15 datasets for  
2-class data (selected features) (see online version for colours) 

  

Figure 7 Accuracy comparison between the different classification models on 15 datasets for  
3-class data (selected features) (see online version for colours) 

  

Figure 6 and Figure 7 show that the performance of the NB and SVM algorithms for 2-
class and 3-class issues utilizing the specified feature subset is significantly worse than 
that of the other classifiers. Due to its preliminary design for binary classification issues, 
their performance is worse. 
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Table 7 Performance evaluation metrics of fifteen datasets for 2-class data (128 features) 
using RF 

Dataset Accuracy Precision Recall F-score 
D-1 97.00 97.00 97.00 97.00 
D-2 95.00 95.00 95.00 95.00 
D-3 96.00 96.00 96.00 96.00 
D-4 94.00 94.00 94.00 94.00 
D-5 96.00 96.00 96.00 96.00 
D-6 94.00 94.00 94.00 94.00 
D-7 95.00 95.00 95.00 95.00 
D-8 96.00 96.00 96.00 96.00 
D-9 94.00 94.00 94.00 94.00 
D-10 96.00 96.00 96.00 96.00 
D-11 96.00 96.00 96.00 96.00 
D-12 94.00 94.00 94.00 94.00 
D-13 96.00 96.00 96.00 96.00 
D-14 96.00 96.00 96.00 96.00 
D-15 95.00 95.00 95.00 95.00 

Table 8 Performance evaluation metrics of fifteen datasets for 3-class data (128 features) 
using RF 

Dataset Accuracy Precision Recall F-score 
D-1 96.00 95.00 95.00 95.00 
D-2 94.00 94.00 94.00 94.00 
D-3 95.00 95.00 95.00 95.00 
D-4 96.00 96.00 96.00 96.00 
D-5 97.00 96.00 97.00 97.00 
D-6 93.00 93.00 93.00 93.00 
D-7 96.00 96.00 96.00 96.00 
D-8 96.00 96.00 96.00 96.00 
D-9 94.00 94.00 94.00 94.00 
D-10 96.00 96.00 96.00 96.00 
D-11 95.00 95.00 95.00 95.00 
D-12 96.00 96.00 96.00 96.00 
D-13 95.00 96.00 96.00 96.00 
D-14 96.00 96.00 96.00 96.00 
D-15 95.00 95.00 95.00 95.00 

To demonstrate the robustness and superior performance of the proposed method, we 
compared the experimental findings obtained with the existing benchmark approaches. 
The comparison results presented in Tables 9 and 10 show that the proposed method has 
achieved better accuracy for 2-class and 3-class issues in each of the fifteen (15) datasets 
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used in this study. Tables 11 and 12 show the comparative analysis of the proposed 
scheme with existing methods for two and three-class data sets. It demonstrates that the 
suggested average Accuracy for 15 data sets is superior to current approaches. 
Table 9 Comparative analysis (% accuracy) of MRMR-HFS approach with existing 

classification methods for (2-class data) 

Datasets 
Study-1 

(Gumaei et al., 
2020) 

Study-2 
(Haghnegahdar 

and Wang, 2020) 

Study-3 (Borges 
Hink et al., 2014)  

Study-4  
(Panthi, 2021) 

Proposed 
method 

D-1 96.00 94.00 90.00 89.00 97.00 
D-2 96.00 92.00 89.00 90.00 95.00 
D-3 96.00 91.00 90.00 80.00 96.00 
D-4 96.00 92.00 89.00 89.00 94.00 
D-5 96.00 97.00 88.00 90.00 96.00 
D-6 95.00 94.00 90.00 91.00 94.00 
D-7 96.00 93.00 91.00 92.00 95.00 
D-8 96.00 94.00 89.00 96.00 96.00 
D-9 95.00 91.00 90.00 89.00 94.00 
D-10 96.00 94.00 91.00 89.00 96.00 
D-11 96.00 97.00 90.00 95.00 96.00 
D-12 97.00 93.00 91.00 96.00 94.00 
D-13 95.00 95.00 91.00 85.00 96.00 
D-14 95.00 96.00 88.00 88.00 96.00 
D-15 96.00 97.00 90.00 95.00 95.00 

Table 10 Comparative analysis (% accuracy) of MRMR-HFS approach with existing 
classification methods for (3-class data) 

Datasets Study-1 (Haghnegahdar 
and Wang, 2020)  

Study-2 (Borges Hink  
et al., 2014)  

Study-3 
(Panthi, 2021) 

Proposed 
method 

D-1 99.00 94.00 90.00 96.00 
D-2 95.00 93.00 91.00 94.00 
D-3 98.00 95.00 87.00 95.00 
D-4 99.00 96.00 88.00 96.00 
D-5 99.00 94.00 84.00 97.00 
D-6 96.00 95.00 91.00 93.00 
D-7 97.00 93.00 92.00 96.00 
D-8 92.00 92.00 91.00 96.00 
D-9 96.00 94.00 91.00 94.00 
D-10 99.00 95.00 88.00 96.00 
D-11 92.00 93.00 89.00 95.00 
D-12 99.00 94.00 89.00 96.00 
D-13 94.00 95.00 90.00 95.00 
D-14 95.00 96.00 89.00 96.00 
D-15 96.00 94.00 92.00 95.00 
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Table 11 Comparative analysis of the proposed scheme with existing methods for 2-class data 

Author name and year Model Dataset 
Average 
accuracy  

(15 datasets) 
Gumaei et al. (2020)  SVM-CFS 2-class 79.46 
Haghnegahdar and Wang (2020) WOA-ANN 2-class 95.00 
Borges Hink et al. (2014) ADA-JRIP 2-class 95.00 
Kholidy and Erradi (2019) NNGE-CFS 2-class 94.68 
Panthi (2021) RANDOMFOREST+ADABOOST 2-class 91.62 
Alimiet et al. (2021) GA-RBF SVM 2-class 91.90 
Proposed scheme Random forest-MRMR-HFS 2-class 95.30 

Table 12 Comparative analysis of the proposed scheme with existing methods for 3-class data 

Author name and year Model Dataset 
Average 
accuracy 

(15-datasets) 
Pan et al. (2015c) CPM 3-class 90.04 
Haghnegahdar and Wang (2020) WOA-ANN 3-class 95.00 
Borges Hink et al. (2014) ADABOOST + JRIPPER 3-class 94.00 
Panthi (2021) RANDOMFOREST+ADABOOST 3-class 90.04 
Alimi et al. (2021) GA-RBF-SVM 3-class 90.09 
Kholidy and Erradi (2019) NNGE-CFS 3-class 94.62 
Proposed scheme Random forest-MRMR-HFS 3-class 95.33 

7 Conclusions and future work 

Cyberinfrastructure is crucial to cybersecurity, creating various security issues in modern 
power grid systems. System operation in real-time, the cyberinfrastructure must collect 
and analyse a vast volume of generated data to solve problems like classification of attack 
and failure of power system exposure on power system datasets with various levels of 
complexity. The primary objective of this study is to analyse and classify anomalous 
occurrences in modern power grid systems using the MRMR-HFS scheme offers  
an efficient and robust security solution. Additionally, we employed a 10-fold  
cross-validation setup for testing the proposed method’s effectiveness, using well-known 
measures, including Accuracy, precision, recall, and F-score. The results demonstrated in 
this paper show that the RF and DT give the best results for two-class and three-class data 
set. 

The proposed method is useful for dealing with high-dimensional datasets despite the 
existence of other FS techniques. In the future, researchers should use more diverse and 
relevant power grid data sets to make their findings more general. Lastly, it is important 
to create a new public benchmark data set that can greatly affect how ML algorithms are 
judged. Therefore, we can investigate other strategies, such as hybrids of the wrapper and 
filter-based FS techniques and parallel versions of hybrid approaches, to increase the 
detection engine’s detection precision and processing efficiency. 
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