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Abstract: Network intrusion detection system (NIDS) is important for securing 
network information. Neural network (NN) has recently been used for NIDS, 
which gained prominence results. Conventional neural network (CNN) has 
been introduced in network traffic data because of its single structure. The 
classification of assaults will no longer be useful due to redundant or inefficient 
features. Tuna swarm optimisation (TSO) has been introduced for feature 
selection (FS). First, pre-processing and feature extraction stages enable more 
efficient processing of features if handled independently. In order to examine 
the exploration space accuracy and position the best features, the second feature 
selection step of the TSO methodology involved selecting a subset of features 
by reducing the number of features. Lastly, multimodal deep auto encoder 
(MDAE) and gated recurrent unit (GRU) allow deep multimodal-sequential-
hierarchical progressive network (DMS-HPN) intrusion detection method. Its 
DMS-HPN technique would routinely learn the temporal features among 
neighbouring network connections, simultaneously integrating diverse feature 
information inside a network. Datasets like UNSW-NB15 and CICIDS 2017 
assess the effectiveness of the proposed DMS-HPN approach. Classification 
algorithms are evaluated via precision, recall, F-measure, and accuracy. 
Compared to conventional classifiers, the presented DMS-HPN classifier 
achieves the greatest accuracy. 

Keywords: network intrusion detection systems; NIDS; feature selection; FS; 
multimodal deep auto encoder; MDAE; conventional neural network; CNN; 
gated recurrent unit; GRU; tuna swarm optimisation; TSO. 
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1 Introduction 

The internet has given network users a great deal of ease through the quick growth of 
information and communication technology (ICT). Because of the rise in distributed 
denial of service (DDoS), probing, and cross-site scripting, the issue of information 
security is, nevertheless, getting more and more important (Vinayakumar et al., 2019). 
Network intrusion detection system (NIDS) is a crucial security mechanism in 
cybersecurity defences to locate and stop hostile incursion (Li et al., 2018; Ali et al., 
2018). When creating IDS, two strategies should be considered: misuse-based and 
anomaly-based (Almansor and Gan, 2018). The IDS tries to match the patterns of 
previously recognised network assaults when using the misuse-based method (Abdullahi 
et al., 2023). It regularly updates its database by storing the patterns of recognised 
network attacks (Ahmad et al., 2023). On the other hand, the anomaly-based IDS try to 
identify unknown network threats by contrasting them with the typical connection 
patterns (Othman et al., 2011; Almansor and Gan, 2018). 

An efficient IDS model requires much information to train and test. The data quality 
is extremely important for the IDS model results (Ojha et al., 2017; Rajest et al., 2023a). 
After gathering the statistical qualities from the data observable attributes and constituent 
parts, the low-quality and unnecessary information can be removed (Sahu et al., 2014). 
The data may, however, be excessive, unbalanced, high-dimensional, or incomplete 
(Ojha et al., 2017). Thus, IDS research needs to analyse the given datasets thoroughly 
(Anand et al., 2023). In reality, network intrusion detection falls under the description of 
a typical problem because it is responsible for monitoring network activity every minute 
and deciding when to alert the network system administrators (Angeline et al., 2023). To 
ensure network systems operate steadily and effectively, intrusion detection devices must 
specifically quickly and automatically detect attacks or potential threats masked in 
network traffic (Devi and Rajasekaran, 2023). Two algorithms artificial fish swarm 
(AFS) and artificial bee colony (ABC) by Hajisalem and Babaie (2018) have been 
experimented with using UNSW-NB15 and NSL-KDD datasets. 

Feature selection (FS) is commonly used. To put it simply, it is used in IDS. This 
work targeted at utilising a wrapper technique to lower the amount of features to increase 
NIDS performance and detection rate. Particle swarm optimisation (PSO), firefly 
algorithm (FFA), genetic algorithm (GA), and grey wolf optimiser (GWO) are all 
examples of bio-inspired metaheuristic algorithms that this research aimed to use to 
create a model for NIDS. The latter model is evaluated with the help of classifiers. 
Unfortunately, most current studies only pay minimal attention to traffic statistics. Given 
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that they think the goal of the characterising network connections has complicated 
linkages, current work has proposed auto-encoder neural network (NN)-based 
unsupervised learning towards deriving middle representations of features (Javaid et al., 
2016; Shone et al., 2018). Additionally, some researches aim to use recurrent neural 
networks (RNN) to investigate temporal data by contemplating the context of 
neighbouring network connections (Yin et al., 2017; Kim et al., 2016; Sivapriya et al., 
2023). With the use of multimodal deep auto encoder (MDAE) and LSTM, He et al. 
(2019) proposed a multimodal-sequential with deep hierarchical progressive network 
(MS-DHPN). The proposed revision to this paradigm adds a FS to it. In the field of 
artificial intelligence, deep learning has emerged as one of the most significant 
developments of the recent decade (Fraihat et al., 2023). The multimodal structure of 
these approaches and the challenge of improving NIDS accuracy plague all of them 
(Sohlot et al., 2023). Classification for detection takes longer as a result of an excessive 
number of features that are largely meaningless (Cirillo et al., 2023). 

In this study, the researcher aimed to provide a FS model for NIDS. Based on the tuna 
swarm optimisation (TSO), this model seeks to enhance the functionality of NIDS (Xie  
et al., 2021). The major contribution of the work employs wrapper-based techniques with 
the TSO for FS (Jeba et al., 2023; Saxena and Chaudhary, 2023). TSO aims at improving 
the performance of NIDS (Kanyimama, 2023). The wrapper-based method is performed 
based on TSO and has been used to choose a smaller set of input features to find the 
perfect ones (Rajasekaran et al., 2023; Regin et al., 2023a). Then, access sub-feature 
vectors by creating an MDAE, and a probability graph model is introduced to study the 
division of every level feature (Rajest et al., 2023b). Sequence modelling using the gated 
recurrent unit (GRU) technology also supports an intelligent approach. Attack detection 
across current networks has been used to assess the results of the proposed DMS-HPN 
technique. The proposed system gives better results in accuracy and stability among 
binary and multiclass classification using two benchmark datasets from 2015 to 2017. 
The overall organisation of the paper is described as follows. In Section 1, an overview of 
the introduction is discussed. In Section 2, a review of literature with their issues and 
merits has been discussed. Section 3, an overview of the proposed methodology with its 
issues, has been discussed in detail. The results achieved by the proposed system and 
existing methods have been shown in Section 4. Finally, the overall research is concluded 
with their issues in Section 5. 

2 Literature review 

Kasongo and Sun (2020) adopted on using machine learning (ML) techniques like 
support vector machine (SVM), k-nearest neighbour (kNN), logistic regression (LR), 
artificial neural network (ANN), and decision tree (DT) for IDS. Network attack 
detection by IDS based on ML techniques is reliable and accurate. In order to train and 
evaluate these models, the University of New South Wales (UNSW Sydney) examined 
the UNSW-NB15 intrusion detection dataset. Moreover, the XGBoost algorithm is used 
in a filter-based feature reduction strategy. Aleesa et al. (2021) developed to test models 
just once rather than testing them separately for each file, its UNSW-NB15 dataset in 
various isolated files and labelled it based on binary classification. It looked at how well 
deep learning performed using the improved dataset and two categorisation categories. It 
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compared the outcomes of the suggested deep learning model with related works. The 
effectiveness of deep learning and ML models in the enlarged dataset has been assessed 
using accuracy and error rates. 

Using the UNSW-NB15 dataset benchmark, Moualla et al. (2021) developed a unique 
network IDS that helps maintain network security and defend against cyberattacks. To 
address problems with skewed datasets, it employs the synthetic minority oversampling 
technique (SMOTE). Then, a Gini impurity-based extremely randomised trees classifier 
is presented to select the most important features for each pre-existing class in the 
dataset. The results show that compared to other works, its system is more accurate, has a 
lower false alarm rate, and a better receiver operating characteristics (ROC). Four 
separate algorithms for the categorisation of cyber-attacks were developed by Hammad  
et al. (2020): naive Bayes (NB), random forest (RF), J48, and zeroR. In addition, the 
UNSW-NB15 dataset is partitioned into two clusters using K-Means and expectation 
maximisation (EM) clustering techniques, with each cluster reflecting either attacks on 
the network or normal network activity. Following the aforementioned classification and 
clustering methods, the optimal collection of features is chosen using correlation-based 
feature selection (CFS). 

Hemanth (2021) developed a cybersecurity system known as the IDS, which monitors 
and identifies any security risks to the network software and hardware. Many academics 
have focused on creating IDS using ML techniques to address the issues mentioned 
earlier. Convolutional neural network (CNN) is a deep learning technique created to 
address the issue of spotting network intrusion. It trained the CNN algorithm using the 
UNSW NB15 public dataset data. Husain et al. (2019) implemented the contrast to the 
earlier standard KDD99; UNSW-NB15 represents contemporary network threats and 
network traffic. Extreme gradient boosting (XGBoost) was applied as a ML technique 
that offers a very effective and accurate data-predicting model. In order to aid in 
identifying between different forms of network attacks, it can choose a subset of 23 out of 
39 accessible attributes. The bivariate analysis allowed us to determine the proportion of 
records corresponding to a specific value range and a given assault type. 

Almomani (2021) proposed to identify the generic assault, a hybrid model for 
network IDS based on algorithms like PSO, GWO, multiverse optimisation (MVO), 
moth-flame optimisation (MFO), whale optimisation algorithm (WOA), FA, and bat 
algorithm. It is used to identify the general attack using ML classifiers like RF, C4.5 
(J48), and SVM. Zeeshan et al. (2021) proposed a based deep intrusion detection  
(PB-DID) architecture. This has been implemented for UNSW-NB15 and Bot-IoT 
datasets depending on transmission control protocol (TCP). It is used to build a dataset of 
packets from internet of things (IoT) traffic. 

Recursive feature elimination (RFE) with information gain and RF were proposed by 
Yin et al. (2023) as a multilayer perceptron (MLP) network-based hybrid FS 
methodology for multiclass network anomalies (IGRF). Alsaleh and Binsaeedan (2021) 
constructed a range of ML classifiers, such as the extreme gradient boosting (XGBoost) 
and NB algorithms, to investigate the impact of the SSA on increasing ML-based 
network anomaly detection. The UNSW-NB15 and NSL-KDD datasets were used for 
categorisation since they are tailored to network intrusion attempts. For IDS, Alazzam  
et al. (2020) used a pigeon-inspired wrapper FS method. The algorithms were evaluated 
using datasets from the knowledge discovery community, including KDDCUP99,  
NSL-KDD, and UNSW-NB15. Also, compared to the sigmoid approach, its cosine 
similarity method for binarising the algorithm converges more fast. 
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He et al. (2019) developed a multimodal-sequential intrusion detection method by 
LSTM and MDAE with a unique hierarchical progressive network topology. It examined 
the performance of detecting attacks within contemporary networks using NSL-KDD, 
UNSW-NB15, and CICIDS 2017. Tama et al. (2019) implemented a basis of hybrid FS 
and two-level classifier ensembles, an enhanced IDS. To minimise the feature size of the 
training datasets, a hybrid FS methodology that combines three methods – PSO, ant 
colony algorithm (ACO), and GA is implemented in NSL-KDD and UNSW-NB15. 
When choosing features, a reduced error pruning tree (REPT) classifier classification 
performance is considered. A two-step statistical significance test is then performed to 
confirm the findings. Sumaiya Thaseen et al. (2021) proposed a CFS combined with the 
NN. Datasets like NSL-KDD and UNSW-NB have been introduced for experimentation 
(Lodha et al., 2023). Performance can be increased by achieving a secure, error-free 
integrated network management. Saheed (2022) adopted the most important safeguard – 
electronic medical records and patient data privacy that combines the benefits of artificial 
intelligence and cyber security. Health-related data within healthcare systems is governed 
by stringent laws, such as the EU General Data Protection Regulation (GDPR), which 
carries severe penalties and fines for non-compliance. 

3 Proposed methodology 

Pre-processing, feature extraction, FS, classification, and outcome evaluation are the 
phases of the proposed study. Firstly, a pre-processing and feature extraction module has 
been introduced to separate the complicated features from traffic data. Secondly, the TSO 
algorithm is presented to pick a subset of input variables by decreasing features 
(Gaayathri et al., 2023). Thirdly, DMS-HPN, known as the deep multimodal-sequential, 
employs a hierarchical progressive network to detect current attacks. DMS-HPN is 
composed of three layers (Sajini et al., 2023). To incorporate the compound features in 
every traffic flow at the low level, a multimodal fusion algorithm depending on MDAE is 
offered in the top layer. GRU is proposed as sequential learning in the second layer to 
extract the temporal data involving high-level traffic flows. Finally, results are evaluated 
using the evaluation metrics. The proposed framework for the DMS-HPN method 
detection process is shown in Figure 1. 

3.1 Pre-processing and feature extraction 

The pre-processing and feature extraction is to extract various degrees of features from 
traffic data. The record, which is represented as F = (f1, f2, …, fn) where f is the number of 
features in the feature set and n is the total number of features in each record (TCP 
packet) travelling from source to destination via the network. 

Multiple feature groups for each record are accessible, as shown in Figure 2 and as  
Fgroups = {F1, F2, …, Fm} where m is the amount of feature groups and also this work 
divides 1, 2, 3, and 4 groups for experimentation. 
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Figure 1 Flow diagram of proposed DMS-HPN system (see online version for colours) 
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Figure 2 Multi-features extraction (see online version for colours) 
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3.2 TSO-based feature selection (FS) 

Finding the most significant inputs, also known as FS minimises the number of inputs for 
processing and analysis. In order to assess the search space accuracy and identify the best 
answer, FS approaches are used to pick out key features. The method of feature selection 
using the TSO algorithm is detailed below (Xie et al., 2021). The proposed algorithm 
mathematical model is thoroughly explained in this section. 

• Initialisation: equation (1) discusses how TSO begins the optimisation process by 
creating beginning populations uniformly at random in the search space, 

int . ( ) + , 1, 2, ...,iX rand ub lb lb i NP= ∗ − =  (1) 

where NP is the number of tuna populations, int
iX  is the ith initial individual, ub and 

lb are the upper and lower search space limits, and rand is a uniformly distributed 
random vector from 0 to 1. 

• Spiral foraging: schools of tuna communicate with one another as well as whirling 
after their prey. The following equations (2)–(6) provide the mathematical formula 
for the spiral foraging strategy based on the assumptions as mentioned earlier, 

( )
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where +1t
iX  is the ith individual of the t + 1 iteration, t

bestX  is the current optimal 
individual (food), α1 and α2 are weight coefficients, an is a constant to determine which 
the tuna finds the best individual in the initial phase, t denotes the iterations, tmax denotes 
the maximum number of iterations. A b is randomly generated for spiral search reference 
point. The equation (7) is used to explain the mathematical model, 

( )
( )

1 2
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1 2
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t t t t
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where t
randX is a search space reference point that was chosen at random in the context of 

t. For instance, metaheuristic algorithms typically begin with broad, global investigation 
and then narrow in on a specific target. As a result, TSO changes the spiral foraging 
reference points from random humans to ideal people as the iteration count increases. 
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where TF is a random number generated between the range (1, –1). 

Figure 3 Flowchart of TSO (see online version for colours) 
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The TSO process is shown in great detail in Figure 3. When hunting together, tuna use 
two distinct foraging strategies to narrow down on their prey. At each iteration, 
individuals choose between two foraging strategies at random, with probability z, or they 
renew their position in the search space. Until the halt condition is met, every TSO is 
updated and calculated for the entirety of the optimisation procedure. At this point, the 
perfect individual and the associated fitness value are revisited (Regin et al., 2023b). 

3.3 Deep multimodal-sequential with hierarchical progressive network  
(DMS-HPN) classification 

Intrusion detection works by classifying a given subset of features and feature groups. 
Targets/labels or categories are other names for classes. Classification is supervised 
learning in which the targets are also given access to the input data (selected features). 
The DMS-HPN intrusion detection approach has been introduced for NIDS. 

• Multimodal fusion model: group of features in NIDS, the multimodal fusion model 
(MDAE) based on multimodal learning technology is used (He et al., 2019;  
Wang et al., 2020). Based on the realisation that a traffic flow feature correlation is 
heterogeneous and complementary, MDAE was developed. Figure 4 depicts the 
architecture of the MDAE network. A joint network is the top layer, fusing the 
multimodal data from these GRBM interpreters to provide a combined feature 
representation. Hence, the objective is to study the final consensus representation  
F′ = {Fjoint} when provided traffic flow data using m feature groups, Fgroups = {F1, F2, 
…, Fm}. 

Forward encoding and back decoding are the two main components of the MDAE 
model training techniques, as shown in Figure 4. The higher RBM is fed with the 
hidden layers of that Gaussian Restricted Boltzmann Machines (GRBM) after the 
intermediate layer Gaussian RBM interpreters have been built, and the resulting joint 
network is then constructed. To be more precise, the joint distribution P(v, h)is 
computed via an energy function by visible unit v and binary hidden unit h. Gaussian 
RBM is represented in equations (9)–(10). 

exp( ( , ))( , ) E v hP v h
Z

−=  (9) 

( )
2 2

1 1( , ) + +
2

T T T TE v h v v c v b h h Wv
σ σ

= −  (10) 

where W is denoted as the weight matrices with the visible layer and hidden layer, c 
and b is denoted as the biases of visible layer and hidden layer, Z is a normalisation 
constant, E(v, h) is denoted as the energy function, and h is a hyper-parameter. The 
conditional probability distributions of the Gaussian RBM have been computed 
using the following equations (11)–(12) when σ = 1, 

( )1| ( + )iP h v sigmoid Wv b= =  (11) 

( )| ( + )iP v h Wv b=   (12) 
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Figure 4 Architecture of MDAE with construction process (see online version for colours) 
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RBM parameters θ(W, b, c)and contrastive divergence algorithm for training 
Gaussian RBM can be acquired. The following equation (13) is the learning rule, 

Δ ( ) ( )data modelW E vh E vh= −  (13) 

where Emodel denotes the expectation is computed by the RBM model and Edata is the 
expectation found by training data. After being transformed into a deep auto-encoder 
with multiple inputs and outputs during the forward encoding phase, the stacked 
RBM are reverse decoded during the subsequent phase. Each component’s 
parameters are defined by the weight matrices used in the appropriate decoder and 
encoder. 

• Sequential learning model: GRU is a sequential learning model (Cho et al., 2014). 
The update gate, reset gate, activation, and candidate activation are each represented 
by the letters ( , , , )z r H H in Figure 5. Equations (14)–(17) cover the specific 
formulas. The amount of old information will decrease if a lot of new information is 
retained, and vice versa. 

( )1+ +t xz t hz t zz sigmoid W x W h b−=  (14) 
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( )1+ +t xr t hr t rr sigmoid W x W h b−=  (15) 

( )1tanh + +t t t txH HH HH W x W r H b−=    (16) 

( )1 + 1t t t t tH z H z H−= −    (17) 

The input gate, forget gate, and update gate are made simpler by GRU, and the cell states 
and hidden states are combined. By lowering the model parameters, the GRU unit 
substantially shortens the model training process while maintaining the benefits of LSTM 
(Chung et al., 2014). 

Figure 5 Structure of gated RNN (see online version for colours) 
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3.4 Multimodal real-time model 

DMS-HPN, a multimodal real-time model, was created to fully utilise the data in low and 
high traffic levels. A flexible MDAE was built to create DMS-HPN while considering 
input diversity in various selected feature views. Cross-entropy loss function has been 
used to measure the error of the actual labels xt and the prediction labels ˆ .tx It is 
represented by the equation (18), 

( ) ( ) ( )
1

ˆ ˆlog + 1 log 1
T

t t t tt
L x x x x

=
= − − −  (18) 

Entropy has been used as loss function for multi-classification. It is represented by the 
equation (19) 

( )
1

ˆlog
T

t tt
L x x

=
= −  (19) 
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4 Results and discussion 

In this section experimentation evaluation is performed on attack detection methods. The 
evaluation has been experimented with using UNSW-NB15 and CICIDS2017 datasets. 
On the subject of detecting assaults within contemporary networks, DMS-HPN suggested 
a method. The Australian Centre for Cyber Security (ACCScyber ) security research team 
developed the UNSW-NB15 datasets to assess IDS (Moustafa and Slay, 2016). The 
Canadian Centre for Cybersecurity (CIC) released the CICIDS 2017 dataset in the latter 
part of 2017 (Sharafaldin et al., 2018). The key details for the two datasets are presented 
in Table 1. 
Table 1 Two datasets information 

Dataset Features Labels Training samples Testing samples Years 
UNSW-NB15 42 10 175,341 82,332 2015 
CICIDS 2017 83 8 93,500 28,481 2017 

4.1 Evaluation metrics 

The proposed approach’s performance is measured using precision, recall, F-measure, 
and accuracy. These metrics have been computed based on the confusion matrix  
(Table 2), having two rows and two columns with the intention of relating to the amount 
of false positive (Fp), false negative (Fn), true positive (Tp) and true negative (Tn). 
Table 2 Confusion matrix 

  
Predicted 

Positive Negative 
Actual Positive Tp Fp 

Negative Fn Tn 

• Precision: the proportion of all identified attack recordings that were accurately 
classified as records of attacks. It is represented by equation (20). 

Precision
+
Tp

Tp Fp
=  (20) 

• Recall: the proportion of all assault recordings that were accurately detected. Its 
alternative name is true positive rate (TPR). It is represented by equation (21). 

Recall
+
Tp

Tp Fn
=  (21) 

• F-measure: it is the harmonic mean of precision and recall. It is represented by 
equation (22). 

2(Recall Precision)F-measure
Recall + Precision

×=  (22) 
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• Accuracy: the proportion of records that were successfully categorised out of all 
records. It is represented by equation (23). 

+Accuracy
+ + +

Tp Tn
Tp Tn Fp Fn

=  (23) 

4.2 Results comparison 

Table 3 shows the overall results of comparing classification methods with two different 
datasets. The results achieved by the proposed classifier (DMS-HPN) and existing 
classifiers like MDAE, LSTM, GRU, and MS-DHPN are measured via precision, recall, 
F-measure, and accuracy. The results show that the proposed system has higher precision, 
recall, F-measure, and accuracy results of 86.50%, 87.10%, 87.50%, and 92.60% for the 
UNSW-NB15 dataset. 

4.3 Discussion and findings 

The results show that the proposed system has higher precision, recall, F-measure, and 
accuracy results of 86.50%, 87.10%, 87.50%, and 92.60% for the UNSW-NB15 dataset. 
The results of the proposed system for the CICIDS 2017 dataset are 98.30%, 98.70%, 
99.10%, and 99.50% via metrics like precision, recall, F-measure, and accuracy. 
Table 3 Evaluation results of attack detection methods vs. datasets 

Datasets Methods 
Metrics 

Precision 
(%) Recall (%) F-measure 

(%) 
Accuracy 

(%) 
UNSW-NB15 MDAE 79.90 80.10 80.00 81.20 

LSTM 80.20 81.00 80.60 81.50 
GRU 80.40 81.20 81.60 82.50 

MS-DHPN 84.90 86.50 85.90 87.20 
DMS-HPN 86.50 87.10 87.50 92.60 

CICIDS 2017 MDAE 90.50 90.90 91.40 91.80 
LSTM 96.80 97.10 97.50 97.90 
GRU 97.80 98.10 98.45 98.80 

MS-DHPN 98.10 98.40 98.90 99.10 
DMS-HPN 98.30 98.70 99.10 99.50 

Precision results produced by MDAE, LSTM, GRU, and MS-DHPN methods are 6.60%, 
6.30%, 6.10%, and 1.60% lower when compared to the proposed system for the UNSW-
NB15 dataset. Similarly, the proposed classifier has 7.80%, 1.50%, 0.50%, and 0.20% 
highest precision when compared to MDAE, LSTM, GRU, and MS-DHPN methods in 
the CICIDS 2017 dataset compared to MDAE, LSTM, GRU, and MS-DHPN methods in 
the CICIDS 2017 dataset. 

Existing classifiers like MDAE, LSTM, GRU, and MS-DHPN have produced 7.00%, 
6.10%, 5.90%, and 0.60% lower recall results compared to the proposed system for the 
UNSW-NB15 dataset. In the CICIDS 2017 dataset, the proposed classifier has 7.80%, 
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1.60%, 0.60%, and 0.30% highest recall compared to MDAE, LSTM, GRU, and  
MS-DHPN methods in the CICIDS 2017 dataset. 

Figure 6 Precision comparison of attack detection methods (see online version for colours) 
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Figure 7 Recall comparison of attack detection methods (see online version for colours) 
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F-measure results attained by the existing classifiers like MDAE, LSTM, GRU, and MS-
DHPN are 7.50%, 6.90%, 5.90%, and 1.60% lesser f-measure when compared to the 
proposed classifier in UNSW-NB15 dataset. The proposed classifier has 7.70%, 1.60%, 
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0.65%, and 0.20% highest f-measure when compared to MDAE, LSTM, GRU, and  
MS-DHPN methods in the CICIDS 2017 dataset. 

Figure 8 F-measure comparison of attack detection methods (see online version for colours) 
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Figure 9 Accuracy comparison of attack detection methods (see online version for colours) 

 

0

10

20

30

40

50

60

70

80

90

100

MDAE LSTM GRU MS-DHPN DMS-HPN

A
cc

ur
ac

y 
(%

) 

Classifiers 

UNSW-NB15

CICIDS 2017

 



   

 

   

   
 

   

   

 

   

   370 G. Gowthami and S.S. Priscila    
 

    
 
 

   

   
 

   

   

 

   

       
 

Accuracy results achieved by other classifiers MDAE, LSTM, GRU, and MS-DHPN are 
11.40%, 11.10%, 10.10%, and 5.40% highest accuracy compared to the proposed system 
in the UNSW-NB15 dataset. The proposed classifier has the 7.70%, 1.60%, 0.70%, and 
0.40% highest accuracy compared to MDAE, LSTM, GRU, and MS-DHPN methods in 
the CICIDS 2017 dataset. 

Attack detection methods like MDAE, LSTM, GRU, MS-DHPN, and the proposed 
system for precision results are shown in Figure 6. The results show that the proposed 
system has higher results of 86.50% and 98.30% for UNSW-NB15 and CICIDS 2017 
datasets. MDAE, LSTM, GRU and MS-DHPN has precision results of 79.90%, 80.20%, 
80.40% and 84.90% for UNSW-NB15 and 90.50%, 96.80%, 97.80% and 98.10% for 
CICIDS 2017 which is lower when compared to the proposed method. 

The recall comparison in attack detection methods like MDAE, LSTM, GRU,  
MS-DHPN, and the proposed system is shown in Figure 7. UNSW-NB15 and CICIDS 
2017 datasets, the proposed system gives higher recall results of 87.10% and 98.70%. 
MDAE, LSTM, GRU and MS-DHPN has given recall results of 80.10%, 81.00%, 
81.20% and 86.50% for UNSW-NB15 and 90.90%, 97.10%, 98.10% and 98.40% for 
CICIDS 2017 which is lower when compared to proposed method. 

F-measure comparison of methods like MDAE, LSTM, GRU, MS-DHPN, and the 
proposed system for UNSW-NB15 and CICIDS 2017 datasets are illustrated in Figure 8. 
MDAE, LSTM, GRU and MS-DHPN give F-measure of 80.00%, 80.60%, 81.60% and 
85.90% for UNSW-NB15 and 91.40%, 97.50%, 98.45% and 98.90% for CICIDS 2017 
which is lower when compared to the proposed method. 

Figure 9 shows the accuracy comparison of methods like MDAE, LSTM, GRU,  
MS-DHPN, and the proposed system. The proposed system has higher accuracy rates of 
92.60% and 99.50% for UNSW-NB15 and CICIDS 2017 datasets. Existing methods like 
MDAE, LSTM, GRU and MS-DHPN gives accuracy results of 81.20%, 81.50%, 82.50% 
and 87.20% for UNSW-NB15 and 91.80%, 97.90%, 98.80% and 99.10% for CICIDS 
2017 which is lower when compared to the proposed method. 

5 Conclusions and future work 

MDAE and GRU-based classifier, TSO with DMS-HPN has been introduced for the 
NIDS classification. It has been implemented on UNSW-NB15 and CICIDS 2017 
datasets. The proposed framework includes the following steps: 

1 pre-processing and feature extraction 

2 FS 

3 attack detection 

4 performance evaluation. 

Initially, the pre-processing and feature extraction stage has been introduced to process 
feature information independently. Secondly, the TSO algorithm has been introduced to 
select the optimal set of features for increasing the accuracy of the attack detection 
model. Thirdly, the DMS-DHPN classifier has been introduced by merging the individual 
classifiers like MDAE and GRU. It can capably combine the diverse level chosen 
features data by a network connection and can study temporal data among adjacent 
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network connections at the identical instance. The results of attack detection methods are 
measured using precision, recall, F-measure, and accuracy metrics. The proposed system 
gives higher accuracy results of 92.60% and 99.50% in UNSW-NB15 and CICIDS 2017. 
The major limitation of the present system is that it does not support real-time data. In the 
future, it will be applied to real-time network data. Some other attacks have also been 
tested and validated for the same system from a multimodality point of view to enhance 
the accuracy of NIDS. The present system is extended to an ensemble feature selection 
model for increasing the results of the IDS system. It may be either a homogenous 
ensemble model or a heterogeneous ensemble model. For combining the results of the 
ensemble model, stacking is the best option for classification. Instead of using a single 
classifier model, classification is also performed by combining the results of various 
classifiers via the bagging, boosting, and stacking ensemble model. Increasing the 
number of samples still becomes an unsolvable issue, but it may be solved by introducing 
parallel processing methods. It can handle the big dataset efficiently and reduce the 
classifier’s running time. 
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