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Abstract: With a series of achievements of intelligent algorithms in various fields, people began 
to try to apply intelligent algorithms to information-based teaching and learning, and use relevant 
data analysis techniques to improve existing teaching models. The study integrates RBF neural 
networks with association rule algorithms, and then constructs an English web-based teaching 
prediction model. Using a crawler data collection tool, the English test scores of a university 
were selected to test the model. The results show that the improved model has shorter running 
time and can be iterated to a stable state faster. The model was used for the prediction of actual 
grades, and the average accuracy of the model was obtained as 95.7%. Comparing the relative 
error values of the prediction model with different influencing factors, we found that the average 
relative error was only 0.041. The improved model can achieve better results when used for 
English score prediction. 
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1 Introduction 
The rapid updating and iteration of the online education 
model has generated a large amount of student data, 
including the length of students’ online learning, 
examination results of various subjects, online interaction 
times, correct completion rate of exercises after class, etc. 
However, most of these data are used for simple query and 
statistics, and have not been further used (Dey and 
Mukhopadhyay, 2019). How to use data mining technology 
to reasonably conduct data mining and help schools extract 
useful data information to improve teaching mode is the 
focus of data research in universities (Gagnon et al., 2019). 
Association rule algorithm, as one of the classic algorithms 
of data mining, is often used in teaching evaluation. It 
comprehensively evaluates the teaching quality by mining 
the influencing factors associated with students’ grades 
(Fautley and Daubney, 2019). 

The Aprion algorithm among common association rule 
algorithms has the advantages of simple theoretical 
derivation and easy implementation, but at the same time, 
due to too many scans, it is easy to generate a large number 
of candidate item sets, thus increasing the operation time 
(Chen et al., 2019). RBF neural network is a feedforward 

neural network with excellent performance. Traditional BP 
neural network is prone to fall into local optimisation in the 
late training period, while RBF will train and adjust the 
weight of some factors that have an impact on local output 
(Bin et al., 2019). Therefore, the training time will be 
shorter, the calculation accuracy will be higher, and the 
prediction performance and function fitting performance 
will be better than the traditional BP neural network. In this 
paper, according to the mining association rule parameters, 
as the main algorithm to improve the prediction and RBF 
neural network algorithm data centre selection basis. The 
previous neural network algorithm usually adopts random 
initialisation as the data centre selection method. The data 
centre initialisation method proposed in this paper is 
probabilistic random initialisation. The accurate prediction 
of students’ English test scores is one of the prerequisites 
for the integration of online education resources. In this 
study, data mining is carried out by improving association 
rules. Aiming at the existing data prediction model, an 
association rule algorithm design integrating RBF neural 
network is proposed, and then the model is used in English 
online teaching prediction. 
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2 Related work 
In the context of big data era, how to find a suitable data 
mining method in different practical problems, from which 
the potential value of data can be mined to help 
management make reasonable decisions and reduce risks 
has become the research goal of relevant researchers at 
home and abroad. Tuncalyaman et al. applied algorithms 
such as fuzzy clustering and regression tree to the analysis 
of traffic accident severity through data mining. Different 
influencing factors were analysed and studied 
(Tuncalyaman et al., 2021). Zhu et al. applied methods such 
as association rule analysis and cluster analysis to 
statistically analyse the prescription of conforming Chinese 
patent medicines, and used data mining techniques to 
analyse the characteristics of jujube Chinese patent 
medicines, which provided guidance for modern clinical 
application and development of jujube (Zhu et al., 2021). 
For the household electricity load prediction problem, Baker 
(2021) combined the use of data mining methods such as  
K-means clustering and K-nearest neighbours (K-NN) 
classification to achieve experimental research results by 
building relevant algorithmic models and verified the good 
performance of the method. Yue et al. (2021) applied 
support vector machine, logistic regression and information 
fusion for big data mining so as to conduct an in-depth 
study of corporate financial risk, and the results showed that 
the method can classify corporate financial risk well and 
with high accuracy. Wang et al. (2019) applied association 
rule mining techniques to the differential evolutionary 
algorithm parameter adaptive strategy, which uses the 
evolutionary information generated during the process to 
enhance exploration by adjusting the control parameters. 
For the problem of improving the quality and yield of steel, 
Han et al. (2020) proposed a temporal association rule 
mining and updating method, which experimentally proved 
its good performance. Nohuddin et al. (2021) used 
association rule mining for the study of school children’s 
lifestyle and academic performance to infer the correlation 
between the two in order to provide an improvement of 
school children’s academic performance provide help. Soufi 
and Ferdousi (2021) applied data mining techniques to 
study and analyse the correlation between obesity and breast 
cancer and experimentally proved the correlation. 

With the rapid development of information technology, 
online teaching mode has gradually become the mainstream. 
Wang (2022) proposed a new hybrid teaching design 
paradigm based on the hybrid teaching studied by previous 
authors, through which the teaching design is used to make 
reasonable suggestions to teachers to obtain better teaching 
results. Bose and Gao (2022) explored the reading section in 
Indian English textbooks to obtain questions about their 
cultural representations, and the results showed that 
people’s characteristics in terms of race, gender, and 
ethnicity were related to cultural features in the content of 
the textbook. Elgllab and Shehata (2019) used a  
quasi-experiment to explore the methods followed by 
scholars when searching for information using the minor 
language and the English language, and the study found that 

few studies have attempted to explore the use of differences 
in information search processes when using different 
languages, and according to the results shown in the data, 
there was no difference in information search behaviour 
between scholars from minor languages and English 
language backgrounds. Karjanto and Simon (2019) 
investigated the implementation of a flipped classroom for a 
univariate calculus course in a traditional Confucian cultural 
context through a one-way ANOVA, and the results showed 
that the complete significant differences in scores between 
flipped and single-topic flipping, while the practical 
significance of the effect size was small. 

Through the above-mentioned studies, it is found that 
data mining techniques have been effectively utilised in 
many fields, and with the continuous development of the 
internet era, online teaching will also be commonly popular 
(Fautley and Daubney, 2019). For the current problem of 
massive online teaching resources stacking, a suitable 
algorithm has not been found to mine and collect teaching 
resources (Chen et al., 2019). Therefore, the study proposes 
the design of association rule algorithm incorporating RBF 
neural network, based on which, an English web-based 
teaching prediction model based on improved association 
rule algorithm is constructed, and the performance of this 
model is tested by comparing and analysing with traditional 
RBF neural network and BP neural network (Bin et al., 
2019). 

3 Construction of English online teaching 
prediction model based on improved 
association rule algorithm 

3.1 Design of association rule algorithm 
incorporating RBF neural network 

With the rapid development of computer network 
technology, how to efficiently and safely mine valuable 
information in big data has become a research goal for more 
and more scholars (Pollard and Olizko, 2019). Association 
rule algorithm, as one of the classical algorithms of data 
mining, is often applied in teaching evaluation, by mining 
the influencing factors associated with student performance 
so as to make a comprehensive evaluation of teaching 
quality. For the existing data prediction model, the study 
firstly proposed association rule algorithm incorporated 
with RBF neural network, and then used the model in 
English online teaching prediction to provide new ideas for 
English online teaching in the epidemic situation (Lu et al., 
2021). 

Association rules are rules whose support degree and 
trust degree respectively satisfy the user’s given threshold. 
The algorithm is generally divided into two steps.  
High-frequency objects are first discovered from the 
dataset, and then association rules are discovered from these 
high-frequency objects. Its high-frequency object mining 
process is as follows (1). 

( ) ( )Support Freq N = ∩α β α β  (1) 
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In equation (1), {α, β} denotes two items in the item group, 
Freq denotes the number of items in the item group, and N 
is the number of all items in the item group. An item group 
of k that meets the minimum support is called  
high-frequency k item group, and according to the algorithm 
rules, new high-frequency k item groups will be generated 
from this item group until no longer high-frequency item 
groups can be found. 

( ) ( ) ( )Confidence Freq Freq = ∩α β α β α  (2) 

Equation (2) is the confidence level calculation formula. 
The association rule is derived from the HFPG, and a rule is 
called an association rule if it satisfies the threshold of 
minimum confidence in the HFPG generation process. The 
parameter that measures the association rule is the lifting 
degree, which is calculated as in equation (3). 

( )
( ) ( ) ( )

Lift
Support Support Support


=  ∗

α β
α β α β

 (3) 

Equation (3) is the lifting degree calculation formula, which 
is used to determine whether the rule is valuable or not. If 
the calculation result is greater than 1, it is valid, and vice 
versa. The flowchart of common association rules is shown 
in Figure 1. 

Figure 1 Flowchart of common association rules  
(see online version for colours) 
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The RBF neural network is improved on the basis of the BP 
neural network. The BP neural network is prone to fall into 
the local optimum in the later stage of training, and the 
weights of some factors that affect the local output of the 
RBF will be trained and adjusted. Therefore, the training 
time is shorter and the computational accuracy is higher 
compared to the traditional BP neural network, and it 
outperforms the traditional BP neural network in terms of 

prediction performance and function fit performance. Its 
calculation formula is shown in equation (4). 

( )iφ X X= −  (4) 

In equation (4), X denotes the input of the neural network, Xi 
denotes the position coordinates of the input, and φ denotes 
the driving function. The structure of RBF is shown in 
Figure 2. 

Figure 2 Structure of RBF neural network (see online version 
for colours) 
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From Figure 2, it can be seen that RBF neural network is a 
forward three layer neural network, the first layer is the 
input layer, the second layer is the hidden layer, and the last 
layer is the output layer. The driving function of RBF neural 
network is generally a Gaussian function, and its expression 
is as in equation (5). 

( )2 22φ express d σ= −  (5) 

σ in equation (5) represents the extended function of the 
basis function, and when the σ is small, the driving function 
is prone to overfitting. The Gaussian function calculates the 
weights by the distance between the input value and the 
centre point of the function, and the relationship between 
the distance of the centre point and the activation state is 
shown in Figure 3. 

Figure 3 Relationship between centroid distance and activation 
state (see online version for colours) 
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The relationship between the distance of the input from the 
centroid and the activation state is shown in Figure 3, where 
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the activation state rises and then falls as the distance gets 
farther. The gradient descent algorithm is used to learn the 
RBF, and its error calculation formula is shown in  
equation (6). 

2

1

1 ( )
2

i

k

E Tk Zk
=

= −  (6) 

In equation (6), i represents the number of neurons in the 
output layer, Tk represents the desired output of the k 
neuron, and Zk is the actual output of the k neuron, which is 
calculated as shown in equation (7). 

( )*

1

M

kj j
j

Zk W φ X C
=

= −  (7) 

Equation (7) is the actual output formula, where M is the 
number of neurons in the hidden layer, Wkj is the weight 
between the hidden layer and the output layer, the input 
sample is X, and the neuron data of the jth hidden layer is 
represented as Cj. To further improve the accuracy of the 
data prediction, the support and confidence are needed as 
the basis for selecting the data centre and the data selection 
is done randomly with the mathematical expression as in 
equation (8). 

( ) ( ) ( )CP X Support X Confidence X= ∗  (8) 

In equation (8), PC(X) is the probability that the input 
sample X is selected as a data centre, Support(X) is the 
support of association rule between the sample and the 
prediction result, Confidence(X) is the confidence of 
association rule between the sample and the prediction 
result, and a higher value of PC(X) means a smaller gap 
between the actual value and the prediction result. 

1
( ) ( ) ( )

n
C C CX

P X P X P X
=

′ =   (9) 

Equation (9) is the normalisation of equation (8), and the 
probability formula is normalised to avoid the case where 
the probability sum is greater than 1. The optimal data 
centre formula is further optimised. 

( ) ( )P optimal f m n= ∗  (10) 

In equation (10), n represents the number of input items, m 
represents the number of input data, f represents the number 
of hidden layer neurons, and P(optimal) represents the 
probability of selecting the optimal data centre. 

( )
1

( )
n

C nP optimal P X f m= ∗  (11) 

In equation (11), PC(X) is the probability that the optimal 
centre is in the input sample of the n item. 

( ) ( )
( )

1 2( ) C C

C n

P optimal P X f m P X f m
P X f m

= ∗ + ∗
+ + ∗

 (12) 

The above equation (12) is obtained by expanding  
equation (11), so the sum of probabilities of a total of n 
input data is shown in equation (12). 

( ) ( ) ( )1 2 1C C C nP X P X P X+ + + =  (13) 

In equation (13), the probabilities are summed to obtain the 
sum of probabilities of 1. Finally, the formula for 
calculating the optimal data centre is simplified as in 
equation (14). 

( )P optimal f m=  (14) 

In order to verify the superiority of the algorithm proposed 
in the study, comparison experiments are setup later and the 
performance of the network is evaluated by the magnitude 
of the mean square error, which is calculated as in  
equation (15). The final obtained algorithmic model of 
association rules for fused RBF neural networks is shown in 
Figure 4. 

( )2( )MSE output target n= −  (15) 

3.2 Construction of English web teaching prediction 
model based on improved association rule 
algorithm 

In the whole research of online teaching resources, data 
prediction is an indispensable part. The rapid update and 
iteration of the online education model has generated a large 
amount of student data, including the student’s online 
course study time, test scores of various subjects, the 
number of online interactions, and the correct rate of  
after-school exercises. However, most of these data are only 
used for simple queries and statistics, and are not used 
further. Predicting and analysing education-related data can 
effectively improve teaching outcomes and ensure learning 
quality. This chapter takes an experimental middle school as 
an example, and uses the model to predict the English 
grades of its graduating class in the college entrance 
examination. By predicting the academic grades, the 
existing network English teaching resources of the school 
can be improved, and more appropriate teaching objectives 
and teaching methods can be formulated (Wang and Zhang, 
2019). 

Figure 4 Algorithmic model of association rules incorporating 
RBF neural networks (see online version for colours) 
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The data of this experiment comes from the high school 
entrance examination scores of 200 students enrolled in an 
experimental middle school in 2013, the final grades of 
three grades from senior one to senior three (sequentially 
numbered final grade 1, final grade 2, final grade 3) and 
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final college entrance examination results. Renumber these 
score data (for the convenience of later elaboration, the 
names are numbered sequentially from 1, and the five 
scores are respectively recorded as A, B, C, D, E) The 
distribution of all experimental data is shown in Figure 5. 

Figure 5 Scatter plot of experimental data distribution  
(see online version for colours) 
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Randomly divide the score data of all students in Figure 5 
into two groups. One group is the association analysis 
mining group, which contains the five English scores of 100 
students at random to mine the relationship between each 
data and association rules; The second group is the learning 
prediction group, which also includes the five English 
scores of 100 randomly selected students, and then uses the 
data of another group of students to predict the scores, so as 
to increase the credibility of the experiment. In this 
research, the association rule algorithm used is Apriori. The 
Apriori algorithm is written in R language. In order to 
simplify the representation of datasets, all data is converted 
into transaction datasets. If the numerical difference 
between two scores is small, it indicates that the correlation 
between the two scores is large. Put some items with 
differences within a certain range together as a transaction 
dataset. The sorted transaction dataset is used as the input. 
After the analysis of the above improved algorithm model, 
the association rules shown in Table 1 are obtained. 

Table 1 Table of association rules among the items 

Rule Support % Confidence % Lift 

B-D 52.94% 74.15% 2.45 
D-B 52.93% 72.64% 2.43 
D-E 52.92% 76.32% 2.89 
E-D 52.91% 74.21% 2.87 
B-C 52.90% 80.18% 2.69 
C-B 51.88% 69.34% 2.46 
D-C 50.46% 67.82% 2.67 
B-E 48.62% 72.46% 1.89 
E-B 46.36% 65.32% 1.87 
C-E 38.63% 62.69% 1.31 
E-C 38.51% 55.64% 1.25 

The association rules shown in Table 1 are sorted from high 
to low according to their support. The support, confidence 

and promotion of each score range are given. Considering 
that the prediction model ultimately needs to predict the 
college entrance examination scores, it is necessary to find 
out the items related to college entrance examination scores 
E. It can be seen from the data in Table 1 that since the 
support of the scores A and E of the high school entrance 
examination is too low to appear in the above table, it shows 
that the correlation between their values and the final 
predicted college entrance examination scores is very small. 
After determining that B, C, D and E have a high degree of 
association, the above association rule model of RBF neural 
network fusion is used for prediction to determine the input 
of the model, the probability of each sample item being 
selected as the central data, and the output of the final 
model. Set the dataset of network training, use the 
association analysis mining group to select the dataset, take 
A, B, C, D of 100 students in a group of data as the input 
items, take E as the output, and calculate the probability of 
each sample being selected as the central data through 
equation (14); Then use the learning test group to conduct 
the final data test. Similarly, take A, B, C, D of 100 students 
in the two groups of data as the input items, and E as the 
verification data. After the prediction, calculate the mean 
square error of the actual value and the predicted value, and 
default the error target to 0, and the expansion speed of the 
radial basis function to 1. See formula (15) for the 
calculation formula of mean square error. 

4 Validation of an English online teaching 
performance prediction model based on 
improved association rule algorithm 

4.1 Comparison of association rule algorithm with 
fused RBF and traditional algorithm 

In order to prove the superiority of the algorithm proposed 
by the research, the traditional RBF neural network 
algorithm (referred to as RBF), the BP neural network 
algorithm (referred to as BP) and the association rule 
algorithm fused with RBF (referred to as RBF-AR) were 
used to predict the performance of the model. The three 
algorithm models are trained with the performance data of 
the first group, and the respective training time and mean 
square error values are obtained as shown in Figure 6. 

As shown in Figure 6, Figure 6(a) represents the training 
time of each of the three models in the training group with 
respect to the number of samples. Comparing the training 
time of each of the three models, it can be seen that the 
training time of the RBF-AR algorithm is shorter than the 
other two algorithms. As the number of samples increases, 
the RBF-AR algorithm is able to reach a stable training time 
of 63.5 s as soon as possible; the RBF algorithm has a 
slightly shorter training time than the BP algorithm and is 
able to gradually stabilise at 71.8 s; the BP algorithm has 
the longest training time and is able to reach a stable state at 
86.4 s. Figure 6(b) represents the mean square error of each 
of the three models in the training group with the number of 
iterations. Comparing the mean square error of each of the 
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three models, it can be seen that the RBF-AR algorithm can 
reach the steady state at 650 iterations, and the error value 
stabilises from 0.06 at the beginning to the expected value 
of 0.01. Both the RBF algorithm and the BP algorithm can 
reach the steady state after 900 iterations. In summary, it 
shows that the RBF-AR algorithm obtained from the study 
is more effective in data training, takes less time, and can 
reach the steady state faster. To further verify the accuracy 
of the algorithm model, the model after training is then used 
for prediction on the second set of data and the prediction 
time and mean square error under this set of data are 
obtained. 

Figure 6 Comparison of training time and mean square error of 
training groups, (a) training time comparison chart  
(b) training mean square error comparison chart  
(see online version for colours) 
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(a)   (b) 

Figure 7 Comparison of prediction time and mean square error 
for the prediction groups, (a) comparison chart of 
prediction time (b) comparison chart of prediction 
mean square error (see online version for colours) 
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(a)   (b) 

As shown in Figure 7, Figure 7(a) represents the variation of 
the prediction time with the number of samples for each of 
the three models in the prediction group. Comparing the 
prediction time of each of the three models, it can be seen 
that the RBF-AR algorithm has a shorter prediction time 
than the other two algorithms, and also a shorter training 
time than them. As the number of samples increases, the 
RBF-AR algorithm is able to reach a stable prediction time 
at 57.5 s; the RBF algorithm has a slightly shorter prediction 
time than the BP algorithm and is able to gradually stabilise 
at 68.2 s; the BP algorithm has the longest training time and 
is able to reach a stable state at 71.5 s. Figure 7(b) 
represents the variation of mean square error with the 
number of iterations for each of the three models in the 
prediction group. Comparing the mean square error of each 
of the three models, it can be seen that the RBF-AR 
algorithm can reach the steady state at 410 iterations and 

converges significantly faster than the training group, while 
the RBF algorithm reaches stability at 690 iterations and the 
BP algorithm still reaches stability after 900 iterations. In 
summary, it shows that the RBF-AR algorithm obtained 
from the study can be used in data prediction. Therefore, the 
model can be used in a series of teaching-related data 
prediction such as grade prediction and college 
advancement prediction, and through accurate data 
prediction, educational resources can be integrated and 
utilised in a targeted manner. 

4.2 Performance testing of the improved association 
rule algorithm-based performance prediction 
model 

The results of the above training group and prediction group 
data show that the algorithm model designed in this study 
can be used in actual performance prediction. Randomly 
select 200 students from another middle school who are 
preparing to take the college entrance examination, 
randomly divide the 200 students into two groups, and 
record the real English scores of these 200 students for data 
comparison. The performance of the prediction model is 
analysed and tested, and the accuracy of the English score 
prediction model is shown in Figure 8. 

Figure 8 Comparison of predicted and actual English scores of 
the two groups of students, (a) the predicted and actual 
scores of the first group of students (b) the predicted 
and actual scores of the second group of students  
(see online version for colours) 
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(a)   (b) 

Figure 8 shows the comparison between the predicted and 
actual scores of the students in the two groups. From  
Figure 8, it can be seen that in both groups, the results of the 
students’ real scores and the predicted scores of the model 
are almost the same, which indicates that the accuracy of the 
prediction model is high. The average accuracy of the 
prediction model in the two groups is 95.7%, which is much 
higher than that of the traditional neural network model, 
obtained by calculation. This result indicates that the 
prediction system designed in the study has higher accuracy 
and better performance. Applying the performance 
prediction system to 160 students who took the college 
entrance examination, the relative error plot of students’ 
English performance is shown in Figure 9. 

Figure 9 shows the relative error data plots of the real 
English scores and the predicted scores of 160 students, 
where error 1 (Error1) indicates the relative error value of 
the prediction model that only considers students’ English 
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scores; error 2 (Error2) indicates the relative error of the 
prediction model that considers students’ previous English 
scores and learning attitudes. It is obvious from Figure 9 
that the overall trend of error 1 is above error 2, and only a 
very small portion of error 1 lies below error 2, indicating 
that the overall error of error 2 is smaller than that of error 
1. The lowest value of error 2 is 0.031 and the highest value 
is 0.065. In this set of data, the average value of the relative 
error is 0.041, which is much lower than that of the 
traditional prediction model. The above results suggest that 
considering students’ learning attitudes in the prediction 
system will enhance the accuracy of the prediction 
performance model. To further confirm this conclusion, this 
English achievement prediction system was used in two 
groups of students, one group considering only the students’ 
grades and the other group considering previous grades and 
learning attitudes together. The graphs of the true and 
predicted grades obtained for the two groups are shown in 
Figure 10. 

Figure 9 Plot of relative error data of English scores of 160 
students (see online version for colours) 
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Figure 10 Comparison of the real and predicted scores of the 
two groups of students, (a) consider past 
achievements as influencing factors (b) past 
achievements are not considered as influencing 
factors (see online version for colours) 
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In Figure 10(a) shows the comparison between the true and 
predicted grades taking into account both the students’ past 
grades and learning attitudes. From the fluctuation of the 
curves, we can see that the true and predicted grade values 
are very close in this dataset, and the coefficient of 
determination in this case is obtained as 0.9961, indicating 
that the prediction model has a good prediction performance 
at this time and can accurately predict the students’ English. 
The coefficient of determination is 0.9961. Figure 10(b) 
shows the comparison between the true and predicted scores 

considering only the students’ scores. In this set of data, the 
true and predicted scores fluctuate greatly, indicating that 
the prediction effect of the model is not satisfactory at this 
time. The value of the coefficient of determination is 
0.7951, which is much lower than the prediction model that 
takes into account both students’ past grades and learning 
attitudes, indicating that the prediction effect of the model is 
much lower than that of the system model that takes into 
account both students’ past grades and learning attitudes. 
Based on the results of this comparison, it shows that 
including students’ learning attitudes as a factor affecting 
students’ grades leads to a higher coefficient of 
determination and improves the performance of the 
prediction system. In summary, the prediction performance 
of the model designed in the study is very good in terms of 
the three dimensions of accuracy, relative error, and 
coefficient of determination. It is also found that adding 
students’ learning attitude as an influencing factor in the 
grade prediction model greatly improves the accuracy of the 
prediction model. 

5 Conclusions 
The progress of network technology makes the efficient use 
of network education resources become particularly 
important. A large number of data generated in online 
education often lose their potential value because they 
cannot be effectively used. Through accurate data 
prediction, we can integrate and utilise educational 
resources in a targeted way. In order to integrate the existing 
English online teaching resources, the research attempts to 
predict the English achievements it produces. Firstly, RBF 
neural network and association rule algorithm are 
integrated, and then an English online teaching prediction 
model based on improved association rule algorithm is 
constructed. The analysis and detection of the model shows 
that the training time and prediction time of the model are 
63.5 s and 57.5 s respectively, which is shorter than the 
traditional RBF neural network and BP neural network 
models; compared with the other two traditional models, 
this model has fewer iterations and can quickly reach a 
stable state and complete convergence. The prediction 
model is further applied to the prediction of actual English 
scores. The results show that the average accuracy of the 
prediction model is 95.7%, and its accuracy is higher; by 
comparing the relative errors of the two factors, it is found 
that if both English achievement and learning attitude are 
taken into account, the average relative error of the 
prediction model is lower, only 0.041; finally, we compare 
the decision coefficients of the two influencing factors, and 
find that the decision coefficients of the prediction model 
that takes into account both students’ achievements and 
learning attitudes are close to 1. From the three dimensions 
of accuracy, relative error and determination coefficient, it 
shows that the prediction model has good prediction 
performance at this time and can accurately predict 
students’ English scores. 
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In this research, through association rule algorithm, we 
compared the support between students’ scores, determined 
several factors that have a greater correlation with the final 
prediction of college entrance examination scores, used the 
association rule model integrating RBF neural network to 
predict, and determined the input of the model, the 
probability of each sample item being selected as the central 
data, and the output of the final model. Because students’ 
college entrance examination scores are affected by many 
factors, the past scores alone cannot be completely predicted 
accurately, and there are many psychological factors. At the 
same time, due to the different hidden factors of implicit 
learning among different disciplines, the prediction 
accuracy of the prediction model constructed by the 
research for other disciplines is not necessarily high, so it 
can not be simply applied to the prediction of other 
disciplines’ achievements. In addition, because the 
integration of English online teaching resources is a big 
project, it is far from enough to just predict students’ 
English achievements. There is also a need to collect the 
potential value of other data. 
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