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Abstract: The study takes English exercises in English teaching resources as the starting point, 
and combines cognitive diagnosis theory to assess students’ knowledge and ability levels. On the 
basis of integrating the traditional collaborative filtering algorithm, the sorting learning method is 
introduced, and the combination of the two becomes a hybrid collaborative filtering algorithm. 
The results show that the accuracy of the proposed hybrid collaborative filtering algorithm under 
cognitive diagnosis is as high as 98%, with stable performance in accuracy, F1 value and recall 
rate. The results outperformed the collaborative filtering algorithm, providing learners with 
English teaching resources that are more in line with their cognitive ability. The English 
exercises recommended by the algorithm have better learning effects than those recommended by 
the collaborative filtering algorithm, effectively providing learners with personalised English 
teaching resources. In practice, the English exercises recommended by the algorithm were more 
effective than those recommended by the collaborative filtering algorithm. 
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algorithms; English language teaching. 
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1 Introduction 
With the rapid development of information technology in 
education, online learning of English has become an 
important learning tool and students have access to online 
teaching resources in a variety of ways. However, the sheer 
volume of teaching resources on the internet often leads to 
‘information overload’, and learners have to spend a lot of 
time searching for them. To solve this problem, education 
services have introduced recommendation system 
technology, which analyses learners’ cognitive ability and 
knowledge level and sends them teaching resources that 
meet their individual needs. It is the equivalent of 
information retrieval, and it is easy to use and meets the 
individual needs of the user, reducing the time spent by 
learners searching for resources to a certain extent. 
Moreover, educational resource recommendation services 
make the learning system change from the traditional model 
of people finding resources to a new interactive model of 
people finding resources and resources finding people, 
which has received more and more attention from related 
professionals. Ortega et al. (2018) developed a hybrid 
recommendation algorithm with a multi-class classification 

algorithm to improve the quality of recommendations, and 
implemented it based on user rating behaviour, which 
improved the prediction and recommendation quality. 
However, current recommendation services for ELT 
resources do not sufficiently take into account students’ 
cognitive abilities, i.e., there is a lack of research that uses 
cognitive diagnostic theory to analyse learners’ English 
knowledge and abilities. In addition, current collaborative 
filtering algorithms suffer from difficulties in fusing 
multiple algorithms, sparse data, and cold starts, and they 
only consider user behaviour and have low recommendation 
accuracy. Therefore, the research improves the collaborative 
filtering algorithm by combining the cognitive diagnosis 
theory, in order to recommend more personalised English 
teaching resources. 

2 Related work 
In recent years, the application of hybrid collaborative 
filtering algorithms in ELT resources has received a lot of 
attention from many domestic and foreign researchers 
related professionals, and related professionals have  



 A review of hybrid collaborative filtering algorithms for ELT resources under cognitive diagnosis price 57 

also conducted in-depth research on it. Milli and Bulut 
(2017) proposed a hybrid algorithm combining content 
collaboration-based methods and collaborative filtering 
techniques in order to determine the appropriate k value for 
users, and the results showed that the algorithm improved 
the average prediction accuracy and Liu et al. (2018) built a 
deep hybrid recommendation system framework based on 
autoencoder (DHA-RS ) to address the problem that implicit 
feedback does not directly reflect user preferences, and built 
a hybrid recommendation system by integrating item-side 
information and users, which was shown to have higher 
performance. Xiong R et al. proposed a hybrid Web service 
recommendation method based on deep learning by 
combining textual content and collaborative filtering, and 
the experiments showed that the method has better 
recommendation performance (Xiong et al., 2018). Dang 
et al. (2019) proposed a hybrid optimisation algorithm for 
flexible multi-objective and based on the proven model 
using teaching and learning based optimisation to 
ensure the effectiveness of solving complex multi-objective 
optimisation problems. Heeryong et al. (2017) proposed a 
user relationship algorithm that includes four types of user 
relationships: direct trust, indirect trust, direct distrust and 
indirect distrust, which not only incorporates the user 
numerical rating model but also considers the user’s 
relationship from trust and distrust Wang X’s team 
introduced an information retention period based on the 
information half-value period and proposed a time-weighted 
function to incorporate the temporal factor into the 
collaborative filtering algorithm, which was shown to be 
sufficient to solve the sentiment analysis and temporal 
effects in recommendation (Wang et al., 2017). 

Tm et al. (2019) improved the collaborative filtering 
algorithm by using a gravity simulation local search 
algorithm, and the results showed that the proposed hybrid 
metaheuristic algorithm requires a higher running time and 
can improve the root mean square error, mean absolute error 
and coverage criterion. Li and Han (2020) proposed a 
hybrid collaborative filtering and content-based 
recommendation scheme and built a time-aware of a user 
preference model, and the results showed that the model can 
solve the information overload problem. Baskaran and 
Murugan (2019) predicted new user interests based on 
content and using a strategy of supportive filtering and 
embedded them in consumer expertise, and the results 
showed that the algorithm improved the accuracy of 
recommendations. Hattori S et al. proposed a collaborative 
filtering hybrid recommendation system based on personal 
values, and the experimental The results showed that hybrid 
recommendation improved coverage and accuracy (Hattori 
et al., 2017). Rojo et al. (2018) proposed a hybrid 
recommendation method based on a classification algorithm 
in order to improve the quality of recommendations, and the 
experimental results showed that the algorithm improved 
the quality of both prediction and recommendation. Li and 
Li (2019) proposed an improved collaborative filtering 
algorithm for effectively mining communities in the 
network, and the results showed that the algorithm reduced 

the computation time and improved the performance of the 
recommender system. 

In summary, most hybrid collaborative filtering 
algorithms combine other algorithms with collaborative 
filtering algorithms and use them to build relevant models, 
but there is less research on hybrid collaborative filtering 
algorithms under cognitive diagnosis. Therefore, the study 
investigates cognitive diagnosis, analyses students’ 
cognitive ability, and explores the establishment of a 
recommendation system for teaching resources under hybrid 
collaborative filtering algorithms in order to provide 
students with high-quality English teaching resources. 

3 Hybrid collaborative filtering algorithm under 
cognitive diagnosis for ELT resources 

3.1 Model design based on cognitive diagnosis 
There is a large amount of student learning information 
hidden in educational data. The application of big data 
analysis technology can effectively collect educational data 
and mine students’ learning situation, that is, realise 
personalised recommendation in the field of education 
through learning analysis. (Azmi, 2020). As the main 
recipients of online education, students are the core of 
learning analysis. However, if we only rely on cognitive 
diagnosis to analyse students’ knowledge level, we will fall 
into the dilemma of single data and inaccurate evaluation 
results. Therefore, in order to adequately assess students’ 
knowledge levels and match them with accurate ELT 
resource services, the existing cognitive diagnostics need to 
be optimally designed. English exercises, as an important 
part of ELT resources, can better reflect students’ English 
knowledge mastery level (Rao and Mounika, 2018). The 
general cognitive diagnosis process, which uses students’ 
practice records to model and thus diagnose their 
proficiency in knowledge points, is shown in Figure 1. 

Factors for conducting cognitive diagnostics can usually 
be categorised as both test questions and students (Yang, 
2021). General cognitive diagnostics usually use manually 
designed functions to tap into students’ learning processes, 
but these functions are relatively simple and do not capture 
the complex relationships between test questions and 
students well. Moreover, when a question has hidden 
multiple knowledge requirements, this has a direct impact 
on the observed parameters representing the student, which 
in turn affects the outcome of performance prediction. The 
student-side knowledge proficiency vector is shown in 
equation (1). 

( )a sigmoid x A= ⋅  (1) 

In equation (1), a represents the knowledge point 
proficiency vector, x is the student reading hot code vector, 
and A is the training matrix. Taking four students and five 
knowledge points as an example, the process of calculating 
the knowledge point proficiency vector is shown in  
Figure 2. 
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Figure 1 Simple diagram of cognitive diagnosis process (see 
online version for colours) 

Practice

Test 
questions

a1

a2

a3

a4

Knowledge 
points

b1

b2、b3
b1、b3、

b5
b2、b4、

b5

Score

1

1

1

0

b1

b2

b3b4

b5
0.2
0.4
0.6
0.8

0

1

 

Figure 2 Proficiency calculation process of knowledge points 
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The test aspect knowledge point association vector comes 
from a pre-established matrix as shown in equation (2). 

S z Q= ⋅  (2) 

In equation (2), S is the knowledge point association vector, 
z represents the test question reading hot code vector, and Q 
is the established matrix. It is generally accepted that the 
difficulty of a knowledge point is related to the importance 
of the knowledge point, and the importance of the 
knowledge point is also inextricably linked to the number of 
relevant test questions, i.e., the more test questions on the 
knowledge point in the test bank, the more important it is. 
The ratio of the number of times a knowledge point is 
examined in a test to the number of test questions 
determines the frequency information of the knowledge 
point, as shown in equation (3). 

0

1 V

i vi
v

Df Q
V =

= ⋅  (3) 

In equation (3), Dft is the frequency of test preparation, di 
represents the knowledge points and V represents the 
number of questions. The knowledge point difficulty vector 
and the knowledge point frequency vector are stitched 
together in columns to give the matrix of knowledge points 
tested in all questions in equation (4). 

1 2

1 2

i

i

df df df
π  

=  
 


β β β

 (4) 

In equation (4), β is the difficulty vector, df is the frequency 
vector and π is the matrixing. If the vectorisation of the n 
knowledge point is denoted as πi = [kfi, βi], then the 
knowledge point tested in all questions is π = [π1, π2, …, 
πI]T. Therefore, a filter of size 1 is used to convolve the 
knowledge points tested as shown in equation (5). 

( )ni n ic f w π b= ⋅ +  (5) 

In equation (5), b represents the bias, f is the activation 
function, cni is the result of the convolution operation of a 
single filter, and wn represents the filter. In order to 
accurately obtain the importance of the knowledge points, 
the feature vectors are extracted by multiple filters and then 
normalised to keep them within a reasonable range, as 
shown in equation (6). 

max( )Tγ soft Cw=  (6) 

In equation (6), C represents the matrix and γ is the 
normalised importance vector. In order to achieve better 
integration of the diagnostic factor vectors and to improve 
the fit of the interaction function between the test questions 
and the students, information on the importance of 
knowledge difficulty and proficiency in predicting  
students’ performance was obtained through a self-attentive 
mechanism. Firstly, β and a were spliced to produce Ω = [a, 
β]T, which was then fed into the attention network to obtain 
the assigned weights, as shown in equation (7). 

( )'

'

'

1

Γ
exp( )

exp( )

T
n θ n θ θ

n
n

n
n

a sigmoid W b
aa

a
=

 = Ω +

 =




 (7) 

In equation (7), We is the weight of the perceptron, be is the 
bias of the perceptron, an is the importance of the predicted 
outcome, and Γe represents the initialisation vector of the 
context vector. After obtaining the diagnostic factors for the 
test questions and students, the knowledge point relevance 
vector, the knowledge point difficulty vector. Knowledge 
point proficiency vector and test question differentiation 
were fused as in equation (8). 

( )1 2h p a α a μ= ⋅ − ⋅ ⋅ β  (8) 

In equation (8), β is the difficulty vector, a is the 
proficiency vector, p is the relevance vector, μ is the test 
differentiation, and h represents the fused diagnostic factors. 
Therefore, the improved cognitive diagnostic model is 
shown in Figure 3. 

As can be seen from Figure 3, the improved cognitive 
diagnostic model mainly includes: interaction functions, 
calculation of knowledge point importance vectors, 
vectorised representation of diagnostic factors and 
diagnostic vector fusion. The model first inputs the reading 
heat coding vector corresponding to the test questions and 
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students, and then multiplies it with the trainable matrix to 
carry out correlation vectorisation processing; Then it 
analyses the difficulty of the knowledge points that students 
should master and the examination frequency, describes the 
importance of the relevant knowledge points with 
convolution neural network, and obtains the weight vector; 
Then calculate the proficiency and difficulty of the test 
questions through the attention mechanism, and predict the 
importance information of students’ performance based on 
this; Finally, all the diagnostic vectors are fused, and then 
directly input into the interactive function, so as to diagnose 
the mastery of students’ knowledge points. 

Figure 3 Improved diagnostic model (see online version for 
colours) 
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3.2 A hybrid collaborative filtering algorithm-based 
recommendation system for English teaching 
resources 

A ranking learning method is introduced to incorporate 
multiple collaborative filtering algorithms to form a hybrid 
collaborative filtering algorithm. The sorting to rank (LTR) 
method is a technique for further processing sorting results 
through machine learning methods, which mainly consists 
of a training part and a testing part (Liu et al., 2018). The 
training part is based on manually annotated query and 
sorting results, and uses machine learning related techniques 
to train an optimal sorting model, which then receives 
feedback from users and performs sorting recommendations 
on items recalled in multiplexes; the testing part is based on 
the former and processes the content of the test set 
accordingly such as sorting or classifying (Sharma et al., 
2019). The general framework of the sorting learning model 
is shown in Figure 4. 

Figure 4 General framework of sequencing learning model (see 
online version for colours) 
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In the ranking learning model shown in Figure 4, the 
corresponding information features are first extracted from 
the query documents to obtain the corresponding feature 
vectors and feed them into the learning system, then a 

suitable ranking learning algorithm is selected to train the 
optimal ranking model, and finally the optimal ranking 
model will give the relevant document list scores for the 
given query. Supervised and semi-supervised machine 
learning using ranking learning methods can then produce 
ordered ranked lists based on the training data information 
for the purpose of personalised recommendation systems 
providing users with an ordered list of preferred items 
(Dong, 2020). For a specific user, the ranking system will 
display the list of items in descending order based on 
relevance to provide personalised recommendations for 
them, and the user’s portrait information is characterised as 
shown in equation (9). 

( )1 2( ) ( ) ( ), ( ), , ( )

( )
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k Mi

i k M k i i N i

n k
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g u n N

M
∈

∈ = =
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 (9) 

In equation (9), ik represents a certain item, ui represents a 
user, N is the dimension of the feature space, f(⋅) is the 
corresponding feature function, Mi represents the set of 
historical behavioural items that the user ui has had, and 
con(ik) represents the feature vector. For each new item, the 
recommender system needs to predict whether the target 
user will behave accordingly to it. The potential connection 
between user profile information and items is shown in 
equation (10). 

2 2
1 1
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 (10) 

In equation (10), uk represents the metric user and ik 
represents the new item. Based on the calculation of the 
cosine similarity between items, the items are sorted in 
descending order by similarity and the sorted list is output 
to the user. After obtaining the similarity between items, 
vector space models, such as the topic distribution model 
and word frequency-inverse document frequency (TF-IDF), 
are applied to extract the item features respectively. The 
feature vector of indexed items is used to represent the text 
in the vector space model, where each item corresponds to 
an element in the feature vector, and the weight value of the 
feature word in the text is expressed in terms of word 
frequency-inverse document frequency, and the item 
content feature information is shown in equation (11). 

( ) ( )( ) , , ( )n k n k n k nf i TF IDF w i TF w i IDF w= − = ×  (11) 

In equation (11), fn(ik) is the score of the first n word, N is 
the number of occurrences of different words, W = {w1, w2, 
…, wn} is the set of individual n words, and IDF(wn) 
represents the inverse document rating of the word wn, as 
shown in equation (12). 

( )( ) log / ( )n nIDF w I count w=  (12) 
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In equation (12), count(wn) represents the number of items 
included in wn and |I| represents the number of items. When 
fewer keywords appear in the item-related features or the 
item content is long, the similarity of the item content is 
difficult to calculate through the vector space model, so a 
topic distribution model is introduced for further modelling 
of the item content, as shown in equation (13). 

( )( ) /n k n kf i p t i=  (13) 

In equation (13), fn(ik) represents the calculation function for 
the generated probabilities and N represents the set of 
topics. To reduce computational complexity, a conditional 
probability is used to express the user’s preference for an 
item at this time when known information about the user’s 
behaviour is determined, as shown in equation (14). 

( 1 1)
n T in kn

in kn
n T kn

r r
p c c

r
∈

∈

⋅
= = = 


 (14) 

In equation (14), T represents the set of known items in the 
training set, is the set of items with behavioural information 
generated by the user n T in nr k∈ ×  ui in combination with 

uk, and n T knr∈  is the set of items with behavioural 
information generated by the user. It is further subdivided to 
predict the user’s preference for the item based on the 
determination of the known behavioural information, and 
the final evaluation score is calculated by three strategies: 
averaging, maximising and summing, as shown in equation 
(15). 
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Figure 5 Recommended algorithm collaboration diagram (see 
online version for colours) 
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In equation (15), ui is the predicted user and ik represents the 
item. Once the item content features have been transformed, 
it is possible to merge the feature scores of the items in the 
personalised hybrid recommendation model through the 
relevant ranking learning methods and convert the 
personalised hybrid recommendation problem into a 

pairwise ranking learning problem. The optimal fusion 
weights between the different algorithms are calculated 
automatically from the training data, to a certain extent 
avoiding the relatively complex manual tuning of 
references. The hybrid recommendation model has strong 
applicability, that is, when different recommendation 
algorithms can meet the requirements of the model for the 
established project feature engineering, it can provide 
personalised recommendation services to the user. The 
recommendation algorithm framework is based on a 
configurable mechanism. The general process is as follows: 
the learner user logs in to the recommendation function 
interface, and the navigation information and user 
parameters are transferred here through the page; the system 
retrieves the page location and the user’s recommended 
algorithm configuration table to obtain dependent data, 
result output location and recommended algorithm type; 
Then get the recommendation dependency data, call the 
recommendation algorithm process, and transfer user 
information and recommendation dependency data; 
recommend the execution of the algorithm and output the 
results at the given position, and notify the caller of the 
completion; the recommendation results obtained are 
automatically checked by the page; finally, a list of 
recommendations is obtained according to the results, with 
the relevant process collaboration shown in Figure 5. 

4 Analysis of results 
Two datasets were chosen for the experiment. The first 
dataset contains two parts of data: students’ scores on 
English exercises and the association of knowledge point 
exercises. 366 learners’ scores on 30 English exercises were 
collected. Incorrect answers to the exercises are indicated by 
0, and correct answers to the exercises are indicated by one. 
The association between the exercises and the knowledge 
points includes 30 exercises and 10 knowledge points, 
where the exercise examines the knowledge point is 
indicated by one, otherwise it is indicated by 0. The second 
dataset was taken from an English online learning platform, 
which is the real data of English learning in the second year 
of a junior high school. The dataset mainly contains 16 
English knowledge points, 1,026 English exercises and 657 
learners in total. The time period is from 18 February 2022 
to 19 June 2022, and the data truly reflects their learning 
situation. The English exercises were recommended to the 
target learners by fusing the learners’ feedback on their 
assignments and learning objectives to obtain their personal 
profiles. The dataset is randomly divided into a test set and 
a training set, and the recommendation effectiveness of this 
recommendation algorithm is evaluated using the metrics of 
recall, accuracy and F1 of the recommendation system. 
Recall rate (also called recall rate) is the ratio of the number 
of relevant documents retrieved to the number of all 
relevant documents in the document library, which 
measures the recall rate of the retrieval system; Precision is 
the ratio of the number of relevant documents retrieved to 
the total number of documents retrieved, which measures 
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the accuracy of the retrieval system. F1 value is the 
harmonic average of precision and recall. If only accuracy 
or recall is considered, it can not be used as an indicator to 
evaluate the quality of a model. Therefore, F1 value is used 
to reconcile the two, which is compatible with accuracy and 
recall. Firstly, the maximum number of recommended 
exercises for each knowledge point should be selected and 
set as the parameter β, and the test set should be selected for 
the experiment with the proportions of 10%, 20 and 40% 
respectively, and the experimental results are shown in 
Figure 6. 

As can be seen from Figure 6, as the parameter β set for 
the experiment was continuously increased, the accuracy of 
all three proportional test sets gradually decreased, but the 
recall rate showed a steady increase. This is because in the 
English exercise recommendation process, when the number 
of exercises under each English knowledge point is small, 
the learners have a higher probability of answering the 
recommended exercises correctly, and therefore the 
accuracy rate is high; at the same time, the recall rate is low 
due to the small number of recommended exercises, but 
when the value of β gradually increases, the recall rate then 
gradually increases, which is consistent with the actual 
situation and proves the effectiveness of the exercise 
recommendation method. The algorithm was then compared 
with 80% of the randomly selected learners in the training 
set and 20% of the remaining learners in the test set, and the 
exercises were tested separately in the training set. The 
results of the test set are shown in Figure 7. 

As can be seen from Figure 7, in terms of accuracy, the 
hybrid collaborative filtering algorithm was above 90% and 
performed steadily, with a maximum of 98%, while the 
collaborative filtering algorithm’s accuracy was stable at 
around 70%, with a maximum of 72% only; in terms of 
recall, the hybrid collaborative filtering algorithm was 
between 40% and 50%, with a maximum of 50%, while the 
collaborative filtering algorithm had a maximum of 40%; in 
terms of F1 value, the hybrid collaborative filtering In terms 
of F1 value, the hybrid collaborative filtering algorithm 
ranged from 60% to 70%, with the highest being 70%, 
while the collaborative filtering algorithm ranged from 40% 
to 60%, with the highest being 54%, indicating that the 
hybrid collaborative filtering algorithm outperformed the 
collaborative filtering algorithm in terms of F1 value, recall 
rate and accuracy rate, and the recommendation results were 
more in line with the cognitive ability of the learners and 
better met their requirements. The results of the training set 
are shown in Figure 8. 

As can be seen from Figure 8, the F1 value, accuracy rate 
and recall rate of the hybrid collaborative filtering algorithm 
are stable at 60%~70%, 80%~95% and 50%~65% 
respectively, all of which are more advantageous than the 
collaborative filtering algorithm and can increase the 
recommendation accuracy and improve the recommendation 
effect.At the same time, the hybrid collaborative filtering 
algorithm proposed in the study is compared with the 
collaborative filtering algorithm based on deep learning:  

a the adaptive collaborative filtering algorithm 

b the hybrid collaborative filtering algorithm based on 
feature clustering 

c The selected English exercises are still 1026, and the 
results are shown in Table 1. 

Table 1 Comparison of accuracy, recall and F1 value results 
of four algorithms 

Category Accuracy Recall F1 

A 89.1% 57.2% 72.3% 
B 83.2% 53.6% 77.9% 
C 90.2% 55.4% 78.0% 
HCF 92.3% 65.3% 78.1% 

It can be seen from Table 1 that compared with the 
collaborative filtering algorithm based on deep learning, the 
adaptive collaborative filtering algorithm and the hybrid 
collaborative filtering algorithm based on feature clustering, 
the HCF algorithm proposed in the study shows better 
performance in terms of accuracy, recall and F1 value. To 
further test the effectiveness of the practical application, i.e., 
to apply the algorithm for exercise recommendation in a 
real-world situation to verify whether it can improve and 
enhance learning outcomes and whether the recommended 
English exercise resources can satisfy learners, a second 
experiment was conducted in a real environment with 58 
students randomly selected from four classes in the second 
year of a junior high school. In order to reduce the effect of 
non-experimental confounding factors, i.e., the level 
differences that emerged between the two groups of subjects 
during the experiment, the experimental sample was 
selected by random sampling, with a total of 20 students 
randomly selected from the three achievement levels of low, 
medium and high. The respective randomly selected 20 
students were then disorganised and then 9 students were 
selected as a group each by using a random number table 
and applying the simple random sampling method, making a 
total of 29 students to form group A1, which served as the 
control group, and the rest as the experimental group A2. 
The experiment was conducted in the second year of junior 
high school, and both groups of students had completed the 
part before the experiment. The whole experimental process 
is: before the experiment to introduce the use of the learning 
platform, precautions, the purpose of the experiment, etc., 
while requiring all experimental subjects to carefully carry 
out this experiment, and pre-experimental achievement test; 
then A2 group and A1 group in two hours to review the 
required content, after the end of the performance test again; 
finally through the system to analyse the results of the 
experimental subjects’ performance test, that is, the pre-test 
results and post-test The results were compared and 
analysed using SPSS 20.0. The results of the intra-group 
t-test for the A1 and A2 groups are shown in Table 2. It 
should be noted that t-value refers to t-test, which is divided 
into single population test and double population test; The 
single population t-test tests whether the difference between 
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a sample average and a known population average is 
significant. When the population distribution is normal, 
such as the population standard deviation is unknown and 
the sample size is less than 30, the statistics of the deviation 
between the sample average and the population average are 
t-distributed; Double population t-test is to test whether the 
difference between the average of two samples and the 
population they represent is significant. 

From Table 2, it can be seen that the mean score of the 
A1 group was 71.81 on the pre-test and 75.71 on the 
post-test, and the mean score of the post-test was 3.9 points 
higher than that of the pre-test, with a significance value of 
0.000 (< 0.001) and a correlation coefficient of 0.958 
(> 0.05), and the difference between the pre-test and 

 post-test was significant at 0.000 (< 0.001), indicating that 
the mean score of the A1 group on the post-test and the 
mean score of the pre-test were significantly linearly 
correlated. The mean value of the post-test in group A2 was 
83.00 and the mean value of the pre-test was 71.69, the 
post-test was 11.31 higher than the pre-test, the significance 
value was 0.000 (< 0.001), the correlation coefficient was 
0.999 (> 0.05), the significance of the difference between 
the pre-test and the post-test was 0.000 (& lt; 0.001) 
indicating that the mean post-test scores of the A2 group 
were significantly and linearly correlated with the pre-test 
and that the mean post-test scores of the A2 group were 
significantly different from the pre-test. 

Table 2 Intra group t-test results of groups A1 and A2 

Category Mean value N Standard 
deviation 

Mean standard 
error 

Correlation 
coefficient Significance T Significance of 

difference 

A1 Pretest 71.81 29 11.738 2.181 0.958 0.000 –5.663 0.000 
Post test 75.71 29 9.891 1.838     

A2 Pretest 72.71 29 12.702 2.360 0.999 0.000 –11.848 0.000 
Post test 83.02 29 7.585 1.500     

Table 3 T-test results between groups A1 and A2 

Category N Mean value Standard deviation Mean standard error T Significance 

Pre-test A1 29 71.81 11.738 2.181 0.034 0.977 
A2 29 71.71 12.702 2.360   

Post test A1 29 75.71 9.891 1.838 –3.159 0.003 
A2 29 83.02 7.585 1.500   

Figure 6 Training set result graph (a) 100% (b) 20% and (c) 40% (see online version for colours) 
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Figure 7 Test set results (a) accuracy (b) recall (c) F1 (see online version for colours) 
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Figure 8 Training set results (a) accuracy (b) recall (c) F1 (see online version for colours) 
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Therefore, the academic performance of students in both 
groups improved to a certain extent, and the learning 
efficiency of group A1 was significantly lower than that of 
group A2. t-test results between groups A1 and A2 are 
shown in Table 3. 

From Table 3, we can see that the mean score of the pre-
test of group A1 was 71.81 and the mean score of group A2 
was 71.71, which were relatively close to each other. The 
significance value of the difference between group A1 was 
0.977 (> 0.05), which means that there was no significant 
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difference between the mean score of group A1 and group 
A2. However, the difference between the post-test means of 
the two groups was greater, with the mean post-test score of 
the A1 group being 75.71, much lower than that of the A2 
group, with a significant difference of 0.003 (< 0.05), 
indicating that there was a significant difference between 
the mean post-test scores of the A2 and A1 groups. 

5 Conclusions 
The collaborative filtering algorithm was improved under 
cognitive diagnosis to optimise the recommendation service 
for English teaching resources. The experimental results 
show that with the gradual increase of the parameter β, the 
accuracy rate of the test set all gradually decreases and the 
recall rate gradually increases, which proves the 
effectiveness of the exercise recommendation method; in 
the test set experiments, the accuracy rate, F1 value and 
recall rate of the hybrid collaborative filtering algorithm 
under cognitive diagnosis are stable above 90%, 40%~50% 
and 40%~60% respectively, with the accuracy rate as high 
as 98%, while the collaborative filtering In the training set 
experiments, the F1 value of the hybrid collaborative 
filtering algorithm was stable at 60%~70%, the accuracy 
was stable at 80%~95% and the recall was stable at 
50%~65%, all of which were better than the collaborative 
filtering algorithm, indicating that the algorithm used in the 
study could improve the recommendation accuracy and the 
recommendation effect; in practical application, the results 
of the within-group The t-test results showed that the mean 
values of the pre-test and post-test of the A1 group were 
71.81 and 75.71 respectively, while the post-test of the A2 
group was 11.31 higher than that of the pre-test, which 
showed that the academic performance of students in both 
groups had improved, and the learning efficiency of the A2 
group was significantly higher than that of the A1 group. 
The mean score of 83.020 was much higher than that of 
group A1, and there was a significant difference between 
the mean post-test values of group A2 and group A1, 
proving that the algorithm has a high accuracy rate, can 
achieve personalised recommendation services for English 
teaching resources, and can improve learning outcomes. 
However, the study did not evaluate the results in 
combination with indicators such as novelty and satisfaction 
of the recommendation results, so the recommendation 
result indicators need to be enriched for evaluation. 
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