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Abstract: User generated content (UGC) is a valuable resource for the  
multi-criteria decision-making process. Platforms, such as TripAdvisor, enable 
the registration of comments and post rankings. However, existing ranking 
mechanisms are not transparent, making it impossible to evaluate their integrity 
and accuracy. Additionally, it has been shown that these rankings are, in some 
cases, inaccurate and misleading. This prompted the need for developing a 
ranking mechanism based on UGC to capture experiences and feelings, rather 
than quantitative data (bubbles/stars). The proposed ranking mechanism 
employs LDA to generate topics, which are transformed with fuzzy logic to 
variables, used to produce ranking results. We empirically studied the proposed 
ranking mechanism using TripAdvisor’s user comments on a sample of 
restaurants located in Athens, Greece and compared the results to a simple 
quantitative ranking scheme. In some cases, the ranking differed. Further 
investigation is needed to address the limitations encountered in this research. 
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1 Introduction 

The proliferation of online travel websites (e.g., TripAdvisor, Yelp) facilitates the 
creation and dissemination of user generated content (UGC) and plays a significant role 
in the decision making of the tourists. Previous researches recognise UGC of online 
travel websites as a crucial resource and various studies have used them to acquire 
knowledge including: the examination of the relationship of UGC with revenue and 
reputation (Luca, 2016), the management of online image (O’Connor, 2010), how UGC 
build trust (Jeacle and Carter, 2011), the influential role of UGC in tourists’ decision 
making process (Filieri and McLeay, 2014), the measurement of hospitality satisfaction 
(Limberger et al., 2014; Calero-Sanz et al., 2022), tourism analytics based on the 
comments (Miah et al., 2017), etc. Therefore, UCG in the tourist industry fuel research 
studies from different scientific disciplines ranging from marketing and decision making 
to information systems and strategy. 
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An in-depth analysis on UGC raised questions regarding the validity of the studies in 
terms of the data reliability, process and outcomes. Orlikowski and Scott (2014) studied 
from a sociomateriality perspective how valuation changes when conducted online and 
suggested that the existing literature usually employs objective measures that are not 
sufficient to portray such a complex sociotechnical phenomenon. They proposed that 
valuation is constituted in practice and impacts both visitors (online travel websites) and 
employees in hospitality industry (e.g., restaurant, hotel, airline). Ranking 
entrepreneurship is a relevant concept recommended by Rindova et al. (2018) who 
suggested the creation of a new research stream, where specific actors will propose 
ranking mechanisms, in order to reveal the required details and better understand the 
impacts of valuation in general. Indeed, Orlikowski and Scott (2014) pointed out that the 
lack of details regarding TripAdvisor’s valuation mechanism (namely TripAdvisor 
popularity ranking), is an important obstacle to thorough study and suggested that in 
many respects such ranking doesn’t correspond well to literature expectations. 

Ganzaroli et al. (2017) indicated that, TripAdvisor contributes to the popularity of 
high-quality restaurants yet, they point out that TripAdvisor’s algorithm which is 
designed to reward quality, doesn’t always achieve that. TripAdvisor (2020) briefly 
describes that its ranking mechanism materialises three factors, namely quality, recency 
and quantity. In regards to the first factor, it establishes the quality of the experience 
through the rating system (named bubbles in TripAdvisor’s terms). For the second factor, 
a weighting scheme is incorporated in order to prioritise latest comments as more 
significant and valid. Finally, the last factor is utilised to understand the confidence of the 
ranking based on the amount of the available comments that are associated with a specific 
hospitality area. However, the specific algorithm is not published. 

All these suggest that there is a gap in ranking mechanisms either due to the lack of 
information on the details of the ranking algorithms or the use of objective measures 
(stars/bubbles) which cannot capture the details provided by UGC (Kim et al., 2019). The 
objective of this work is to suggest a ranking mechanism for organisations in tourism 
industry (e.g., hotels, restaurants) which transforms UGC information resources into 
topics and views every topic as performance criteria. This ranking mechanism combines 
topic modelling, to extract the evaluation criteria (topics), and multi-criteria decision 
making (MCDM) to compare the performance and generate the rankings of the involved 
business entities. A commonly used method for extracting topics is latent Dirichlet 
allocation (LDA) which is applied in this paper. It is a semi-supervised approach, because 
a few parameters, either at the side of topic modelling (i.e., the number of topics) or at the 
stage of MCDM (e.g., the importance of positive vs. negative comments), are not known 
in advance and human intervention is required to drive the method. 

The proposed ranking algorithm was implemented on a sample of restaurants located 
in Athens, Greece. Restaurants have not received significant research attention, compared 
to hotels, and according to Ong (2012), the findings are less accurate than hotels’ due to 
the subjective and variable nature of restaurant comments. To this end, restaurants are an 
attractive, yet challenging, context for study. Athens, Greece was selected as a country 
where the primary industry is tourism and a major factor that contributes to its wealth is 
its restaurants. Also, the availability of an industry expert to review the results of this 
research motivated us to select the target market in Athens Greece. The information 
resources (e.g., comments, ratings) were collected from TripAdvisor. 

In this study, it was observed a couple of issues regarding ratings and comments. 
First, we define rating divergence the misalignment between the comments (text) and the 
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corresponding rate (numbers/stars). Star rating influences the users’ decision-making 
process (Wan and Nakayama, 2022) yet, the occasional rating divergence (e.g., typing 
error, strict/generous rating), is very instructive because it signals to avoid a ranking 
mechanism design exclusively based on ratings. It should be clarified that in case of 
TripAdvisor, when users are provided suggestions on the best restaurants according to 
their preferences (food, location, etc.) they assume that these derive from the ratings that 
a restaurant has received from previous users. This is not the case as the ranking offered 
by TripAdvisor actually derives from a ranking algorithm which is not known in detail. 
In our study, we observed a few cases where tourists had a negative dining experience, in 
high ranked restaurants. Through their comments we noticed a specific pattern: the 
negative commentary seems to primarily reflect the level of disappointment from the 
deceiving ranking obtained through TripAdvisor and secondarily the disappointment 
from the restaurant itself. We call this case deceiving ranking, to define a bad dining 
experience rating which sometimes encompasses the disappointment from the deceiving 
ranking offered through a platform (i.e., TripAdvisor). 

The rest of the paper is organised as follows. First, we provide a review of 
contemporary studies in online restaurant reviews, briefly present the topic modelling 
field and a review of existing multi-criteria techniques. Next, we present the research 
methodology of this study and propose a ranking mechanism. Within this new ranking 
scheme, we performed variations to examine how they fit to the existing ratings provided 
by the tourists. Finally, we draw conclusions and posit future research streams. 

2 Literature review 

Information is a main resource in tourist industry and has significantly altered the way it 
operates. Most platforms (e.g., TripAdvisor, Yelp), during the preparation phase of a 
travel, facilitate searching and booking and encourage, through crowdsourcing or 
recommendation practices, experience sharing after the service provision (e.g., Yelp). 
Managing information resources is crucial for all stakeholders in travel industry and we 
limit the scope of information resources only on the UGC delivered by the tourists in 
regards to restaurants. However, even this delimited scope includes highly dimensional 
and unstructured data and a way to address the challenges is by using topic modelling 
techniques. Finally, ranking the performance of restaurants is possible through the 
employment of MCDM. In the following subsections are thoroughly presented: UGC for 
restaurants, topic modelling and MCDM. 

2.1 Online restaurant reviews 

Internet has penetrated many households and it is the means for a lot of people to seek 
experience-based information on products and services they need (Yang, 2017) from the 
comfort of a preferred location and a choice of time. UGC facilitates awareness and 
decision making on desired products and services (Nilashi et al., 2018) and is a 
considered a valuable resource. In regards to choosing which restaurant to visit, this 
option has become very attractive since there is an abundance of positive or negative 
comments, ratings and information related to them. Restaurant UGC influence potential 
customers to visit a restaurant or not (Parikh et al., 2014; Filieri et al., 2021), therefore, 
the value of opinions expressed in UGC is indisputable. However, the immense available 
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information, in order to provide value needs to be processed and filtered so it is easy to 
understand and accessed. For instance, the desired result from hundreds of comments on 
restaurants is for a person to identify the best restaurant that will cover his/ her needs and 
for a business to identify what customers like and dislike. To this point, UGC have 
received some criticism especially for their fairness and integrity. Comment viewers are 
concerned about businesses masquerading as independent commenters to post ‘fake’ 
entries or they are annoyed by comments which do not correspond to realistic 
assessments (Pezenka and Weismayer, 2020; Wu et al., 2020; Krishnan and Wan, 2021). 
Schuckert et al. (2015) found significant differences on the rating behaviour between 
language groups of English and non-English speaking users. On the same token, 
Nakayama and Wan (2018) argue that people’s ethnic origin and their culture guide their 
sentiment expressions which are in turn reflected upon their comments. In other words, 
although UGC are an important tool for businesses and customers it is evident that both 
comments and their respective star ratings sometimes confuse the readers and they do not 
always reflect the truth. 

It appears that the purpose of restaurant related UGC researches focus either on 
customer satisfaction or emotions. Indicatively, studies have analysed restaurant related 
UGC, to underpin restaurant satisfiers (Bilgihan et al., 2018); to emerge the best method 
analysing reviews (Laksono et al., 2019; Line et al., 2020); to identify the influence or 
review attributes and sentiments on star ratings (Gan et al. 2017); to extract emotions and 
frequently mentioned dining aspects (Luo and Xu, 2019); to identify the factors affecting 
the perceived usefulness of online reviews (Liu and Park, 2015); to uncover and compare 
the satisfaction of tourists in restaurants from their restaurant ratings and reviews (Jia, 
2019); to identify influencing factors on restaurant customers’ revisit intention (Yan  
et al., 2015); and to propose a new model for text analysis to improve inference and 
prediction of customer ratings (Büschken and Allenby, 2016). 

Content analysis is a research method of analysing written and verbal messages with 
respect to understand the nuance and semantics of words, sentences and documents 
(Miles et al., 2014) and such textual collection is usually noted as corpus. Krippendorff 
(2018) identified the characteristics of contemporary content analysis, opposed to 
traditional content analysis efforts originated 60 years back, and argued that it is a 
research methodology beyond of counting qualitative data. The intrinsic characteristic of 
analysing data sources both from quantitative and qualitative perspective has made 
content analysis a fundamental approach when dealing with text. One of the most central 
tasks in content analysis is text categorisation, which is done either by hand (manually) or 
computer-aided. In the former case, the researcher follows a top-down or a bottom-up 
approach to code data (Urquhart, 2012), while the latter utilises computing to 
systematically analyse content. For example, Lei and Law (2015) followed  
computer-aided content analysis (using NVivo) to study 615 comments from 22 different 
restaurants at Macau. In this work, the coding of the corpus was manually performed by 
one researcher and provided accurate and insightful results. However, the traditional 
content analysis is a resource consuming approach with limits regarding the volume of 
the comments reviewed. 

A favourable research approach to analyse UGC in tourism industries has been 
sentiment analysis (Fuentes-Moraleda et al., 2020; Tang et al., 2019; Jain et al., 2021). 
Extensive studies on natural language processing (NLP) have proposed tools and 
techniques that enable the analysis of large amounts of data and categorise text based on 
positive, negative or neutral attitude. There are three different levels (also called units of 
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analysis) of sentiment analysis. In the document level, it is examined if a comment 
expresses a positive, negative or neutral sentiment (Pang et al., 2002; Valdivia et al., 
2018). In the sentence level, it is examined if each sentence contains a positive, negative 
or neutral opinion (Wiebe et al., 1999; Valdivia et al., 2018). In word level, using 
lexicon-based approaches and by counting the word’s polarity, a comment is classified as 
positive or negative (Cambria et al., 2017). It is common to formulate sentiment analysis 
as a binary or multi-class problem depending on the level of analysis selected by the 
researcher. However, there are cases where within a document different aspects are 
discussed and for some of them there is a positive opinion while for others a negative 
one. In this case, classifying the comment as positive or negative would cause to miss the 
valuable information encapsulated within the comment. On this token, at the entity and 
aspect level the focus is to recognise all the sentiment expressions within a document as 
well as which aspects they refer to (Feldman, 2013). In other words, within the scope of 
sentiment analysis it is possible that a sentence might have a positive sentiment about an 
object and at the same time a negative one on another object (Liu, 2012); therefore, it is 
ambiguous to determine how a consumer perceived a service provision. It is common that 
sentiment analysis is joint with a classical classification method (e.g., naïve Bayes, 
support vector machines) in order to automatically classify a comment (at document 
level) based on the lexical and/or non-lexical text classification of the sentiments 
(Kirilenko et al., 2018). 

Factor analysis is a collection of techniques used to study the relationships between 
variables (observed or latent). When dealing with real data the number of variables is 
immense and there is a need to reduce the number of dimensions. Topic modelling 
addresses the issue of reducing the dimensions especially when the data are in the form of 
a corpus (Titov and McDonald, 2008). Based on the aforementioned technique, 
indicatively Liu and Park (2015) examined the factors affecting the perceived usefulness 
of online customer reviews. Whereas Büschken and Allenby (2016) proposed a new 
model for text analysis based on the sentence structure to improve inference and 
prediction of consumer ratings. 

2.2 Topic modelling 

Topic modelling is considered an unsupervised technique addressing a significant 
problem in important research fields such as NLP, information retrieval and content 
analysis. The task of Topic modelling is the extraction of topics (represented as a set of 
words) that occur in a collection of documents. In more detail, a document is a sequence 
of N words w = (w1, w2, …, wN)while the collection of M different documents shape a 
corpus D = (w1, w2, …, wM). The lowest unit of analysis is a word and as a discrete 
element it is considered to be part of a vocabulary vector V. 

LDA (Blei et al., 2003) generalises the LSI through the utilisation of a probabilistic 
model of categorising documents into topics. In this approach, the underlying assumption 
is that the data arise from a generative probabilistic process that includes hidden 
variables, while at a next step it is proposed a hidden structure using posteriori inference 
(e.g., to evaluate the conditional distribution of the hidden variable over the 
observations). LDA utilises probability distributions to model the associations: 

1 documents with topics 

2 topics with words. 
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In the remainder of this section, we present in more detail the LDA approach since it was 
the technique that was utilised in our research. 

LDA presumes that a document might include multiple topics. Blei et al. (2003) argue 
that there is an imaginary generative process and based on that the authors create a 
document d. Each document is associated with different (latent) topics (noted as t), using 
words w from a finite and fixed vocabulary V. Each topic is defined from a discrete 
distribution of words and different topics have different mixtures of words, but they are 
all selected from the same V. Finally, LDA assumes the existence of k different topics in 
the corpus D. 

Taking into account the aforementioned approach, LDA uses the following notion for 
the involved random variables. The mixture proportions for the topics is noted as βk, 
where each value of the vector is a distribution over the vocabulary V. The total topic 
proportions for a document d is denoted as θd and subsequently θd,k is the proportion of 
the kth topic for document d. LDA uses the hidden random variable zd to model (indices) 
the assignments of topics over a document and in more detail the zd,n shows the topic 
assignment of the nth word of the d document. In addition, the observed nth word of a 
document d is noted as wd,n and it is the only observed random variable that the user 
supplies. Finally, LDA employs as hyper-parameters: 

1 α is the Dirichlet prior represented as a k-vector to approximate θd 

2 β is also a Dirichlet prior to approximate the topics βk. 

Blei and Lafferty (2006) suggest the LDA probabilistic generative process as Figure 1 
depicts. 

Figure 1 LDA generative process 

LDA Algorithm 
1. For each topic, draw a distribution over words 𝛽𝑘~𝐷𝑖𝑟(𝛽) 
2. For each document, 

a. Draw a vector of topic proportions 𝜃𝑑~𝐷𝑖𝑟(𝑎) 
b. For each word, 

i. Draw a topic assignment 𝑧𝑑~𝑀𝑢𝑙𝑡(𝜃𝑑), 𝑧𝑑 ,𝑛 ∈ ሼ1, … ,𝐾ሽ 
ii. Draw a word 𝑤𝑑 ,𝑛~𝑀𝑢𝑙𝑡൫𝛽𝑧𝑑 ,𝑛 ൯, 𝑤𝑑 ,𝑛 ∈ ሼ1, … ,𝑉ሽ  

To this end, the efficient analysis of a corpus requires the examination of the posterior 
distribution of the topics (βk), topic proportions (θd) and topic assignments zd conditioned 
on the document d. 

Topic modelling with LDA (or variations) is a popular option when dealing with 
reviews from online platforms related to tourism. For instance, Guo et al. (2017) used 
LDA to identify key dimensions of customer service as expressed by hotel visitors. 
Taecharungroj and Mathayomchan (2019) examined the tourists’ reviews in TripAdvisor 
for Phuket’s attractions and Brand et al. (2017) adopted LDA to support business 
analytics and gain insights regarding smart urban tourism. Therefore, it is evident that 
LDA is a powerful technique that has already been employed in the tourist sector. 

The present study contributes to the aforementioned literature in the following 
manner: 

a it studies reviews from restaurants which contain a more challenging vocabulary (set 
of words) to manage, taking into account that gastronomy includes a wide variety of 
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low frequency-high value words (e.g., the special plates offered by a restaurant, local 
plates) 

b the topics are utilised in a multi-criteria analysis and as a result it is required to 
deliver topics that make sense and are also supported by proper weighting scheme. 

The next section provides details regarding the latter issue. 

2.3 Multi-criteria decision making 

Decisions by optimising a given task, based on unique criteria, to maximise benefits or 
minimise costs are vital within complex organisational environments (Gandibleux, 2006). 
However, this very complexity does not allow decision-makers to provide an optimal 
solution based on individual criteria, due to conflicting objectives within an organisation. 
Therefore, multiple criteria have to be considered which are often contradictory or 
incommensurable. Specifically, the essence of multi-criteria optimisation is the selection 
of the best from a set of alternatives (Gandibleux, 2006). 

There are two main approaches for the analysis of multi-criteria problems. The  
value system approach which is based on a quantitative methodology and the  
non-compensatory approach which builds relations that tolerate the incomparability 
among decision actions (outranking relation) (Siskos and Spyridakos, 1999). 

MCDM models aid the evaluation of the overall preference values of alternatives with 
respect to multiple criteria (Choo et al., 1999). Based on the approach of the evaluation, 
the models are distinguished in four categories depending on whether they evaluate 
alternative priorities, outrank the alternatives, optimise of the distance or perform a mix 
of the previous ones (Pohekar and Ramachandran, 2004). 

Pardalos et al. (1995) proposed an alternative grouping for multi-criteria approaches 
as follows: multi-objective linear programming (Steuer, 1986), multi-attribute utility 
theory (Keeney and Raiffa, 1993), outranking relations theory (Roy, 1968) and 
preference disaggregation approach (Jacquet-Lagreze and Siskos, 1982, 2001). To this 
end, it is evident that there are no distinct approaches in regards to multi-criteria as the 
field is still expended and researched upon. Additionally, Ho et al. (2010) mentioned 
cases where the fuzzy set theory (introduced by Zadech, 1965) is applied in  
multi-objective linear programming and multi-attribute utility theory. The pair (X, μX(x)), 
x ∈ X is called a fuzzy set, where μX(x) is the membership function of X and takes values 
between 0 and 1 (Zadech, 1965). When T is an ordinary subset of X, the pair ( , )T T  is a 
partition of Χ provided that T ≠ Ø and T ≠ X. When T is a fuzzy set (≠Ø, ≠X) the pair 
( , )T T  is called fuzzy partition; more generally an m-tuple (T1, T2, …, Tm) of fuzzy sets 
(∀i, Ti ≠ Ø and Ti ≠ Χ) such that: 

( )
1

, 1 (orthogonality)
m

x i
i

x X μ T
=

∀ ∈ =  

is still called a fuzzy partition of X [Dubois, (1980), p.13]. 
In this study, we use topics (Ti) as fuzzy criteria whose membership function μx(Ti) 

counts the level of participation of a topic in the users’ comments of a restaurant (x). The 
objective is to classify the restaurants based on the users’ total experience (X) as it is 
expressed through their comments. 
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Over different approaches for investigating comments, this research utilised LDA 
methodology which produces topics for the analysis of the data. These topics consist of 
words where, words with high appearance probability dictate what each topic is about. In 
every language, a word has multiple meanings and that causes a degree of fuzziness 
which is more intense when considering a sequence of words. For instance, the word 
‘price’ in conjunction with the words ‘low, medium, high’ differentiates the original word 
adding a scale. However, since the word price is the base which is combined with three 
other possible words, it would appear more often than the others. Thus, the word ‘price’ 
will be at the top of the probabilities of a topic whereas the three others may not appear. 

In another instance, words from each comment maybe located in all or some topics 
which means that each topic may, in some rate, participate or not in a comment. 
Therefore, there is fuzziness within each comment. Thus, it is evident that since there are 
no crisp values we resort to fuzzy values. In other words, we use fuzzy logic which 
encompasses membership function to obtain the ranking of the restaurants. 

3 Methodology 

This study proposes a method that: 

1 in-depth analyses restaurant comments 

2 suggest ranking restaurants using multiple criteria based on the comments. 

The former is achieved through the employment of cross-industry standard process for 
data mining (CRISP-DM) (Shearer, 2000) and the latter by adjusting well established 
ranking techniques suggested within the MCDM such as ELECTRE and Promethee (e.g., 
Sevkli, 2010; Behzadian et al., 2010; Rouyendegh and Erol, 2012; Corrente et al., 2013; 
Botti and Peypoch, 2013; Botti et al., 2020). In the next paragraphs, we briefly present 
the research method and the proposed ranking scheme employed in this work. 

3.1 Research method 

This study was facilitated by a unified framework involving tasks associated with both 
data mining and multi-criteria decision. On the one hand, the objective of CRISP-DM 
was to analyse content and reveal dimensions (also called as topics or aspects) associated 
with user ratings, and on the other hand, the objective of MCDM was to propose a 
ranking-scheme that directly compares the restaurants based on topics and provide a more 
accurate view of the market. CRISP-DM is an iterative process model that organises a 
data-mining project around six phases and it was employed to facilitate this study. 

Initially, we observed discrepancies between users’ comments and restaurant ratings. 
This motivated us to suggest a rating scheme that considers the content of the comments 
alongside the rating and the pricing level of a restaurant. 

At a next phase (data understanding), we collected from tripAdvisor.com data 
regarding the top 10% restaurants (based on search results from TripAdvisor) located in 
Athens, Greece. The collected data were restaurant comments (e.g., date of review, 
comment title, comment body) and details regarding the restaurant (e.g., pricing, cuisine 
specialisation). 
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In regards to the data preparation phase of CRISP-DM, we performed few tasks 
(manual or automated) such as correcting the misspelled words, removing stop words and 
punctuation, tokenisation of the corpus, etc. During data preparation, we decided to split 
the entire sample into two disjoint groups based on the users’ ratings. As a result, we 
derived a dataset with positive restaurant review comments (those that have rating >= 4) 
and a second dataset with the remaining comments (rating <= 3) that disclosed one or 
more negative aspects of a restaurant. Such decision was aligned with the objective of 
this work which was to review in detail all positive and negative reviews and extract 
topics associated with the rate of the comment. During this data preparation phase, we set 
sampling parameters in order to avoid under fitting and over fitting of the data mining 
model (i.e., we set an upper limit for popular/high-commented restaurants). 

The next step of CRISP-DM is the modelling phase and we used LDA to extract 
topics. Specific tasks regarding the capitalisation of LDA include the fine tune of the 
hyper-parameters, examination of n-grams models, the evaluation of topics’ coherence 
measure, etc. The results of the LDA were then supplied to MCDM since the evaluation 
phase was performed in collaboration with MCDM. 

In the step of multi-criteria modelling, the fuzzy data extracted from the LDA, which 
was a table with the values of topics’ membership function, was processed to create 
superiority relations. In this process, the higher values from the membership function in a 
topic rise to the top since they are superior to the lower values. This takes place for each 
topic separately but also for all the topics of an alternative solution (each restaurant) 
together. This way a classification emerged. 

The evaluation of the positive and the negative superiority relations created 
respectively positive (descending order) and negative (ascending order) ranking results. 
Finally, from the process of the previous two derived the final ranking results. This 
qualitative type ranking is used in contrast to the quantitative ranking (benchmark) which 
is based on the average of the stars provided by the users (benchmark star rating). 

Figure 2 summarises the research method we followed. The white boxes represent 
tasks within the context of CRISP-DM and the orange boxes are tasks that correspond to 
MCDM. 

Figure 2 Research method (see online version for colours) 

 

The data collection was facilitated by a web crawler designed for that purpose. It was 
implemented in R using rvest (Wickham, 2022) and RSelenium (Harrison, 2022) 
packages in a two stages process. Firstly, a search for restaurants at Athens, Greece was 
performed and based on that list, the comments associated with each restaurant were 
recursively downloaded. RSelenium as a browsing automation tool was essential for the 
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creation of events to extract the whole length of the comment. The data collection was 
conducted at the end of February 2020 and it took about three days to complete. 

3.2 Proposed ranking mechanism 

In this section, it is briefly described the proposed ranking mechanism (scheme). 
Beforehand, it should be noted that there were some assumptions made for this research. 
It was assumed that: all comments are valid and of equal importance; there is a strong 
relevance between the comment and the rate; the number of topics in unknown 
beforehand; the topics are adequate to formulate criteria and the topics are considered 
fuzzy variables. 

Initially, we separated the available corpus D into two parts where, positive 
comments shaped the D+ corpus and the negative comments were included within the D– 
corpus. The underlying idea of splitting corpus D into a positive and a negative part, was 
to gain a detailed view on how tourist experience their restaurant visits and the extracted 
topics were considered either positive or negative. Keeping a single corpus D is a suitable 
approach when dealing with document classification or sentiment analysis; however, in 
this work, we needed an in-depth investigation of positive and negative reviews, and 
consequently we separated topics to positive ( )iT +  or negative ( )iT −  experiences taking 
into account what the respective content described. 

An important LDA result is the θd that describes the distribution of topics over a 
document. Very low levels (e.g., smaller than 0.005) of θd were ignored and the θd was 
normalised for each document such that the sum of probabilities for a document d was 
equal to 1. We viewed restaurants as a collection of documents and we evaluated the 
average value θd for all the documents related to each different restaurant. The above 
process was repeated twice, separately for the positive and the negative comments. 

In this research, subsets (T1, T2, …, Tm) are fuzzy variables (topics) that represent 
TripAdvisor users’ experiences that have visited proposed restaurants. Additionally, 
μx(Ti) is the membership function of these topics in a restaurant. The μx(Ti) is defined as 
the average probability of the appearance of a topic in the comments of a restaurant. The 
vector of this μx(Ti) are the rows of { , }

,n ic + −  matrix. The sum of the probabilities of topics’ 
appearance equals to 1 for each restaurant (orthogonality). Thus, all topics are a partition 
from the total TripAdvisor users’ restaurant experience. Finally, X defines the total 
experience of all users from all restaurants they have rated and it is a fuzzy set. 

In an ideal situation, in regards to multi criteria analysis, the optimum solution would 
be the one that dominates over others in all criteria. Unfortunately, this is not feasible in 
most cases since, comparing alternative solutions, it is evident that one is better than 
another on certain criteria. Thus, since is not feasible to obtain an ideal solution, we seek 
a feasible solution. However, this requires a measure that will countify how one 
alternative excels another. In our case, we define a measure that will countify the 
superiority of each criterion as well as cumulatively among two alternatives. Y and Z  

are two fuzzy numbers where ( ) ( ) ( )1 1
1 1

,  Y ZY m
m

μ μμT T TY ZT T T= + + = + +   

( ) .Z m
m

μ T
T  Y is superior to Z in Τi if μY(Ti) ≥ μZ(Ti) and Y is superior to Z in X if μY(Ti) ≥ 

μZ(Ti), ∀i = 1, …, m where fuzzy subsets (Τ1, Τ2, …, Τm) (∀i, Τi ≠ Ø and Τi ≠ X) are a 
partition of X. 
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Table 1 Symbols and definitions 

Symbol Definition 
N, n The set of documents, the nth restaurant 
D{+,–} Corpus containing  
dn,j The jth document (comment) for the nth restaurant 
K{+,–} The dimension of topics (positive or negative) 

{ , }
iT + −  The set of topics derived either from positive or negative documents (comments) 

with k ∈ {1…K} 
θd The assignment (probability) of document over topics based on the LDA 

{ , }
,n ic + −  The average assignment of nth restaurants over ith topic either positive or negative 

μx(Ti) The topics’ membership functions as given by LDA 
[ , ]
iw + −  The weights of topics [*],i dw c∈  *=+, – as given by LDA either positive or negative 

s Superiority function among alternatives 
Sp Total superiority of alternative p against all the rest 
Rp The ranking function of alternative p 
λ The ratio between the negative and positive ranking functions 
Y, Z Fuzzy numbers that define the users’ total experience for the restaurants y and z. 

If (w1, w2, …, wm) are weight sets of (Τ1, Τ2, …, Τm) respectively, where 
1

1,
m

ii
w

=
=  

then we define the superiority of Y over Z as the real number: 

{ }, where 1 :  are superior of  in  in i i
i I

s w I i m Y Z T X
∈

= = ≤ ≤  

In other words, we define criteria weights to calculate cumulative superiority. This idea 
derives from ELECTRE methods. In this research case, the criteria are represented by 
topics and we deemed necessary to use as weights the normalised occurrence of topics. 

Finally, as it is not adequate to just obtain the superior alternative, we define a 
cumulative measure that will rank the obtained alternatives. 

Let the set of fuzzy numbers: ( ) ( )1
1

,j jY Y m
j

m

μ μ TTY T T= + +  j = 1, …, n, then the 

total superiority of Yp to Yj, i ≠ p is 

, where  is the superiority of  to ,  1, ...,p i i p i
i p

S s s Y Y i n
≠

= =  

It should be highlighted that we perform two different rankings, one for the topics with 
positive comments and another for the topics with negative comments. Then, we obtain a 
final ranking function subtracting positive and negative scores. 

(1 )* * , 1, ..., , (0, 1)p p pR λ S λ S p n λ+ −= − − = ∈  
To this end, the proposed ranking algorithm, as Figure 3 presents, combines LDA  

(steps 1–4) and the multi-criteria analysis with fuzzy numbers (steps 5–9). 
Summarising, in our proposed method, emphasis is given on the magnitude of the 

participation of a comment in the topics. The higher presence of a comment in the 
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negative topics lowers the restaurant’s ranking and contrary the higher presence of a 
comment in the positive topics gives them a higher rating. 

Figure 3 Ranking restaurants based using comments 

Proposed ranking algorithm 
1. ሼ𝐷+,𝐷−ሽ  Prepare and split Corpus based on the rating 
2. 𝛽𝑖+ LDA topics with positive documents 𝛽𝑖− LDA topics with negative documents 
3. 𝜃𝑑+ Normalize assignments for the positively related documents 𝜃𝑑− Normalize assignments for the negatively related documents 
4. For all documents 𝑑𝑛 ,𝑗  of restaurant n 

Calculate the average assignment of restaurants over positive topics 𝑐𝑛 ,𝑖+ = ∑ 𝜃𝑑+𝐽𝐽𝑗=1  ,∀ 𝜃𝑑+ > 0  
Calculate the average assignment of restaurants over negative topics 𝑐𝑛 ,𝑖− = ∑ 𝜃𝑑−𝐽𝐽𝑗=1  , ∀ 𝜃𝑑− > 0 

5. spairwise grading of alternatives 
6.  𝑆𝑝+ calculate the positive ranking function for p alternative 
7. 𝑆𝑝− calculate the negative ranking function for p alternative 
8. 𝑅𝑝calculate the total ranking function for p alternative based on the ratio (𝜆) of the negative over the 

total comments 
9.  Sorting using 𝑅𝑝   

4 Experimental results 

4.1 Data availability and setting 

The context of this study is restaurants in Athens, Greece and tripadvisor.com has been 
the platform where the comments were collected from. The data collection was enabled 
by a web crawler and it was conducted the last week of June 2020. Starting from the main 
restaurants’ section of TripAdvisor, we set as target the accumulation of a 10% sample 
from all restaurants. We collected: 

1 restaurant details (e.g., name, pricing, cuisine details) 

2 the associated comments (e.g., review title, text comment, rating). 

An initial corpus (D) of 300 restaurants (out of 2,270 restaurants in the area) and 91.085 
comments was formed. 

Some interesting descriptive statistics of D include the distribution of ratings for the 
sampled comments and the number of words (comment length). In more detail, the 
comments were negative skewed and most rated a very good or an excellent experience 
according to the tripadvisor’s scale, ranging from 1 (terrible) to 5 (excellent) [see  
Figure 4(a)]. Our results confirm Jamshidi et al. (2019), who observed that the assigned 
ratings are frequently more positive than they should be. Regarding the number of words, 
we observed that a bad experience generates a longer comment on average (e.g., the 
median for a Terrible rating is 73 words) while very extensive comments (more than  
800 words) that are considered outliers (and perhaps with suspicious motives) are found 
at excellent ratings [see Figure 4(b)]. In general, the relation between the ratings and the 
comments’ length is a U-shaped distribution. 
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Figure 4 Rating distributions (a) frequency and (b) words used (see online version for colours) 

 
(a)     (b) 

As other relevant studies suggest (Jia, 2019; Luo and Xu, 2019) the unit of analysis is a 
user’s single comment (named as document in the topic modelling community) and it is 
the grain to create the D corpus. However, the overwhelming positive comments can 
hinder/limit the formation of the negative aspects during the topic modelling task and in 
order to address such issue, we split D into a positive D+ and a negative D– corpus. Using 
comments’ ratings, we decided to include into the positive corpus (D+) all documents 
(comments) with a rate above or equal to 4 and the remaining documents populated the 
negative corpus (D–). Further, we adopted some heuristic rules to filter whether a 
comment will (or not) participate in the corpus. The filters can be classified into two 
broad categories: 

1 restaurant performance 

2 comments’ length. 

The former is based on the observation that the number of comments varied significantly 
between restaurants so we set an upper and a lower limit threshold. Restaurants that did 
not meet the lower limit were excluded from the corpus and at the high end were 
considered restaurants with 350 comments at most. The latter is based on the observation 
that lengthy comments (> 800 words) have outlier characteristics and were therefore, 
excluded. The filters were mostly applied during the formation of the positive corpus 
(D+). 

Text operations were identical to both corpuses and included: lowering the letters of 
the words, removal of stop words, punctuations and numbers, creation of a custom 
dictionary with insignificant words (i.e., Athens, restaurant), elimination of rare words of 
the corpus, etc. Table 2 summarises some key characteristics of the two corpuses. In both, 
the number of restaurants sampled is close to 12% of the total available restaurants. The 
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comments (documents) included in D+ is significant higher due to the skewed distribution 
of rating. Finally, the unique words (vocabulary) refer to the number of words that topic 
modelling methods utilised, and the increased number found in D– is the result of the 
lengthier and more detailed comments when a negative experience is reported. 
Table 2 Characteristics of the two corpuses employed 

 Positive experience corpus 
(D+) 

Negative experience 
corpus (D–) 

Relevant restaurants  277 279 
Number of comments (documents) 51,967 8,351 
Number of words (vocabulary) 9,011 4,371 

4.2 LDA setting 

This section addresses the creation and comparison of different LDA models and issues 
regarding the LDA setting, namely the selection of the number of topics and the  
hyper-parameter (α, β) setting. 

An important LDA parameter is the number of topics (k), which should be decided 
based on the specific problem and by utilising prior knowledge. In our study, we did not 
have enough information to set an appropriate level for k and we decided to create 
multiple LDA models for a different number of topics. Therefore, we created a series of 
LDA models starting from the minimum number, which is k = 2, up to a sufficient 
number, which was set as k = 60. We set the initial values of hyper-parameters aligned to 
Griffiths and Steyvers (2004) propositions. 

What makes a good topic is difficult to pinpoint precisely and various metrics have 
been proposed to address the issue, such as perplexity (Blei et al., 2003) and probabilistic 
coherence metrics [e.g., UCI by Newman et al. (2010) and UMass by Mimno et al. 
(2011)]. Perplexity, in our dataset, was found to be unstable and we turn our attention 
towards coherence metrics, where we found probabilistic topic modelling as the most 
suitable. Averaging all available topic coherences, it was possible to have a single 
measure at the LDA model level, which corresponded to the k parameter. The suggestion 
is to select the kth model that maximises the probabilistic topic coherence. Figure 5 
illustrates the aforementioned process and each dot on the lines represents an individual 
LDA model, trained at the corresponding corpus. 

Figure 5 Selecting number of topics using probabilistic coherence (see online version  
for colours) 
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The results suggested a low level of probabilistic coherence. Taking into account the 
underlying calculation method, two major causes related to the corpus vocabulary could 
be drawn. Firstly, the vocabulary associated with each corpus is considerable large, thus a 
significant number of words have low probability (frequency). Secondly, a significant 
part of the words are highly correlated (e.g., diner-night) but they also statistical 
independent due to the semantics. High correlation might be falsely caused when a word 
is part of a restaurant’s name (e.g., Acropolis tavern) and/or the proportion of comments 
among restaurants. To this end, we found that for the positive corpus (D+) an adequate 
selection was 36 topics and regarding the negative corpus (D–) 24 topics. 

Table 3 Indicative topics and the α Dirichlet prior 

Corpus a Topic Top five terms Topic interpretation 
Positive corpus 
(k = 36) 

0.218 Topic 1 Found, reviews, 
tripadvisor, 

decided, meal 

The decision has been based on 
existing positive reviews in 
TripAdvisor, which is very 
common within such platforms  

 0.152 Topic 4 Wine, service, 
experience, dining, 

excellent 

A diner with nice wine, among 
others, offered a very nice 
experience.  

 0.027 Topic 33 Service, price, 
quality, excellent, 

top 

A valuable restaurant selection 
because it combines different 
dinning aspects  

Negative corpus 
(k = 24) 

0.241 Topic 12 Service, wait, time, 
table, minutes 

Long waiting time for a table. 
Such issue is very frequent 
especially during the summer 
holidays. 

 0.132 Topic 17 Reviews, 
tripadvisor, 

average, service, 
disappointed 

Tripadvisor’s reviews mislead 
the expectations and the 
tourists express disappointment  

 0.033 Topic 11 Hard, card, rock, 
pay, credit 

Problems with the payment 
system of the restaurant 

For setting LDA we followed the propositions of Wallach et al. (2009). On the one hand, 
the α Dirichlet prior was calculated using an optimisation scheme during the Gibbs 
sampling iterations and on the other hand we set β = 0.05 for all the words. Profoundly, 
the α Dirichlet prior express the researcher’s belief about how a topic is distributed 
among the document and the higher the value the more probable is a document to contain 
a topic. Indicatively, Table 3, illustrates three topics per corpus, the asymmetric value of 
a, the related topic followed by the top five most frequent terms and a brief explanation 
by an industry expert. The expert noted that the derived topics were intriguing based on 
his experience in the subject matter. A skepticism was expressed in regards to more 
specialised topics such as one of them that related to Indian restaurants which was not 
expected. Also, according to the expert, some topics were overlapping but this occurred 
due to the meaning expressed by the sequence of the words and the probabilistic 
assignment used by the method. All in all, the expert found the results of the process 
interesting and in line with customers’ perceptions. 

In Table 3, the topics were selected based on asymmetric α Dirichlet prior different 
levels of values (highest, median and minimum). For example regarding the positive 
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corpus, Topic 1 has the highest α value, topic 4 is close to the median, etc. The 
asymmetric value of α also found to have a linear relationship with the topic prevalence 
measure, so at a generic level it is possible to argue that a high α value indicates how 
much of a comment is associated with a topic. The values of α in the negative corpus are 
lower on average compared to positive corpus. Through reviewing the data, we 
concluded that the negative corpus has qualitative difference compared to the positive 
corpus and in more detail the former is more precise and factual, while the positive 
corpus tends to express overall experience and perceptions with generic words. It should 
also be noted that topic 1 in the positive corpus reveals that the readers value highly 
TripAdvisor’s (in this case positive) reviews but the same also stands for negative 
reviews which was evident in our topic 17 in the negative corpus. 

4.3 Ranking all restaurants 

In this section, we propose a multi-criteria mechanism that ranks restaurants based on the 
comments and the ratings provided by the users. Before delving into the details, we 
shortly discuss the transformation of the LDA results to a manageable format from the 
multi-criteria method, as it is the interface between two research fields. An important 
random variable of LDA is the per-document topic proportions (θd). Considering that a 
collection of documents refers to a restaurant, it is possible to group LDA’s assignments 
at a restaurant level, through the capitalisation of a simple descriptive function (e.g., 
median) for the assignment’s distribution. Figure 6 exhibits such transformation and 
shows the topics assignment for 14 anonymised restaurants for both corpuses. 

Figure 6 Average assignment probability of topics over restaurants (rest. and top. refers to 
restaurant and topic accordingly) (see online version for colours) 

 

Figure 6 reviewed either by columns or rows, provides some initial findings. Firstly, 
reading by columns it is possible to identify which topics have been substantially 
discussed (colour tiles of the heat map) and which topics have been lightly discussed or 
not at all (no colour) per restaurant. Very low levels (e.g., smaller than 0.005) of θd were 
ignored. Additionally, the more heavily/more frequently discussed topics are noted with 
darker colour tiles. Secondly, reading by rows it is possible to identify how the topics are 
discussed in each restaurant. Similar to the first case, the topics which have been 
substantially discussed are noted with coloured tiles whereas, those which have been 
lightly discussed or not at all are the ones which do not have any colour. The more 
heavily/more frequently discussed topics are noted with darker colour tiles. The θd was 
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normalised for each document such that the sum of probabilities for a document d was 
equal to 1 (orthogonality). Either examining Figure 6 by rows or columns, what is more 
important is the intensity of a topic (darker colour tiles) because it signifies a high 
average assignment probability of topics over restaurants and indicates either high quality 
service (for positive comments) or areas that need immediate improvement (for negative 
comments). 

Similarly, viewing the heatmap by rows, an overview is acquired regarding the 
mixture of positive-negative aspects per different restaurant. For example, Rest.44 has a 
mixture of both positive and negative reviews and it seems having a significant problem 
regarding topic 1 (in negative corpus) but it also excels in topic 18. In the contrary, 
Rest.281 has not any negative assignments and it seems that most of the positive 
comments are discussed in topic 19. By managing topics as criteria, it is feasible to 
switch from the topic modelling area to MCDM and consequently create an efficient 
ranking mechanism. 
Table 4 Negative topics weights 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 … T24 
w 0.04 0.02 0.07 0.04 0.02 0.09 0.02 0.05 0.02 0.02 … 0.05 

Table 5 Average assignment of the nth restaurant over the ith topic { , }
,n ic + −  (negative comments) 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 … T24 
Rest. 1 0.01 0.01 0.04 0.04 0.03 0.15 0.06 0.08 0.01 0.01 … 0.02 
Rest. 2 0.07 0.02 0.06 0.03 0.01 0.12 0.04 0.01 0.03 0.03 … 0.02 

Assuming that each topic is a different criterion, the LDA exports the matrix θd from 
which derive the tables { , }

,n ic + −  containing the average probability of the appearance of a 
topic in the comments of a restaurant. The average probability is the membership 
function ( )iTμ x  of each topic. For each restaurant, the membership functions of its topics 

occupy a row in matrix { , }
, .n ic + −  However, some multi-criteria methods require use of the 

criteria weights as well. In our study, the weights are the normalised values of the topics 
prevalence [*] , * ,i dw c∈ = + −  and the subsets (T1, T2, …, Tm) are fuzzy variables (topics). 
As an example let us consider the negative comments for two restaurants to distinguish 
superiority of the one over the other. 

Table 4 depicts the weights of each topic. Table 5 contains the values of negative 
topics’ membership functions for restaurants 1 and 2 (Rest.1, 2). The columns of this 
matrix are the topics’ membership functions. In other words, the intersection of the 3rd 
row and 9th column is the value of the membership function for the 9th topic in the 2nd 
restaurant and equals to 0.03. For example, we calculate where Rest.1 is superior to 
Rest.2 in Table 5 as follows: 

{ }th, where 1 24 : Rest. 1 is superior to Rest.2 in    topic 0.51i
i I

s w I i i
∈

= = ≤ ≤ =  

{4, 5, 6, 7, 8, 11, 13, 15, 16, 17, 18, 20, 22, 24}I =  
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Similarly, we proceed with calculation on all pairs of alternatives to create relevant s. 
Then, all these s for each restaurant are summed based on function: 

[ ] , where is the superiority of restaurant over all the re  stn i i th
i n

S s s n−

≠

=  

This way we have the negative ranking. Relatively, we work to calculate the positive 
ranking. 

Finally, we subtract the obtained values of the negative from the positive rankings, 
over λ, to obtain the final ranking: 

(1 )n n nR λ S λ S+ −= − ∗ − ∗  

where λ is the rate that we want negative comments to be considered over the positive 
ones. If λ is equal to 0.5 the positive and negative comments are distributed evenly. 
Table 6 Partial ranking results of our method for the top rankings for each λ and some of the 

last in the ranking 

Restaurant 

Star ranking mechanism  Proposed ranking mechanism 

Low stars 
(1 2 3) 

High stars 
(4 5) 

Average 
stars 

ranking 

λ = 
0.1 

λ = 
0.2 

λ = 
τ0.3 

λ = 
0.4 

λ = 
0.5 

Rest.42 18 363 43  1 1 12 24 44 
Rest.228 76 2,089 44  2 2 14 29 50 
Rest.11 43 261 229  3 5 31 59 101 
Rest.81 67 448 208  4 11 32 54 92 
Rest.94 2 49 51  23 3 3 9 15 
Rest.54 1 39 39  34 4 4 10 16 
Rest.281 0 33 1  146 45 1 1 1 
Rest.282 0 68 3  157 63 2 2 2 
Rest.284 0 42 4  182 97 5 3 3 
Rest.280 0 60 10  185 101 8 4 4 
Rest.289 0 30 5  195 120 9 5 5 

Table 6 depicts how rating changes based on λ using our data. We calculated multiple λ, 
where for λ equal to 0.1, 10% weight of the negative comments over the positive ones is 
considered, etc., and included the average star ranking of the corresponding restaurant 
from TripAdvisor as well as the total stars per restaurant in two groups: low stars  
(1 to 3 stars) and high stars (4 to 5 stars). The results indicate that a restaurant ranks 
higher than the average star ranking for λ = 0.1 (e.g., 42, 228, 11, 81). 

However, an issue arises whether it is better to consider isobaric the negative and 
positive comments (λ equal to 0.5, 0.4) or, since the negative comments are considerably 
less, to take the negative comments proportionally to the positive ones (λ equal to 0.1, 
0.2, 0.3). 

It is evident from Figure 6 and Table 6 that for λ = 0.5 restaurants with minimal or not 
at all negative comments precede others. As observed from Table 6, there is a divergence 
of the proposed mechanism over the benchmark one, when λ = 0.1, λ = 0.2. In other 
words, there is a divergence when the negative comments are considered proportionally 
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to the positive ones whereas going towards isobaric consideration of negative and 
positive comments the results from both mechanisms converge. 

5 Discussion 

In the big data era, the mass collected information becomes meaningful through proper 
processing while technology affects users’ ratings (Orea-Giner et al., 2022). Such a 
processing is ranking mechanisms which are a new research area and it is evident that 
there are issues which need to be addressed (Rindova et al., 2018). It is not known how 
current ranking mechanisms work exactly since they are not published and therefore it is 
not known if they are efficient (Orlikowski and Scott, 2014). This gap is very stressful for 
management since the lack of evidence implies inability to make the right decisions. In 
the case of restaurants there are even less researches due to the complexity that arise from 
the subjective and variable nature of the users’ comments. In this study, the comments of 
restaurants’ users in TripAdvisor were the resources used for multi criteria decision 
making. 

TripAdvisor’s popularity ranking mechanism materialises quality (rates), recency 
(latest ratings) and quantity of comments. The proposed methodology adopts recency as 
an important factor that identifies properly the current situation. However, there were 
issues that emerged considering quality and quantity of comments. In regards to quality, 
we encountered an occasional divergence among the rating provided by a user and its 
corresponding comment. In regards to quantity, it was observed that restaurants with a 
large number of comments (some negative among many positive) were ranked, according 
to TripAdvisor, higher than a restaurants that had overall fewer comments but they were 
all positive. In other words, excellent restaurants that do not have a significant mass of 
comments are undermined in the shuffle. Furthermore, since lesser quality restaurants are 
suggested higher, more customers visit them and consequently more comments are 
generated. The exponential distribution of comments resembles the Matthew effect 
(Rigney, 2010) where a mass amount of comments leads to further advantage (additional 
comments) and restaurants with a relative small amount of comments strive to overcome 
the commentary shortage. As a result, a vicious cycle is created that cancels the 
significance of quantity. Brought together quality and quantity mishaps in TripAdvisor’s 
ranking mechanism result in a deceiving ranking and users highlight that, when they 
comment that the proposed ranking does not correspond to reality. On the other hand, it 
should be noted that other users praise TripAdvisor’s ranking. Actually, both negative 
and positive dispositions towards TripAdvisor appear equally in this study’s topics and 
reveal that there are some issues that derive partially from the stars’ rating and more from 
comments’ volume. 

In the proposed ranking mechanism, any volume of comments is acceptable as long 
as the sample is statistically significant and other than that the actual volume does not 
affect the ranking. Instead, all negative and positive comments are analysed to extract the 
ranking of the restaurants. Through the research it became evident that λ is a factor that 
determines the ranking. Specifically, the issue is that users tend to complain but still give 
3 or more stars which in turn classifies the comment as positive. When λ is given a lot of 
weight (considering λ equal to 0.4 and 0.5) the ranking we derive through the comments 
is closer to the average star ranking. Contrariwise, when the negative comments are 
considered proportionally to the positive ones (λ equal to 0.1, 0.2, 0.3) the results deviate 
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from the average star ranking. This rises a dilemma whether or not to consider the 
negative comments isobaric to the positive ones or take them proportionally. Since, when 
taking negative and positive comments isobarically converges towards stars ratings this 
study proposes to weight positive and negative comments equally and regardless of the 
comments’ volume. In other words, we propose a ranking based on the λ which is 
between 0.4 and 0.5 and we deviate from considering more significant the large volume 
of the positive comments but we handle them as if they have equal weight with the fewer 
negative comments. Otherwise, the negative comments are not surfaced which leads to 
comments such as “selection of place was due to very high ratings from TripAdvisor 
…the place is awful ...I recommend to avoid this place”. After all, it is the negative 
comments that contribute to improvements. This is in line with Mehraliyev et al. (2020) 
who claim that the negative experiences had higher effect on customer rating. 

The proposed ranking mechanism is derived solely from the users’ comments and 
significantly differs from TripAdvisor’s popularity ranking. In the former, comments 
were handled at a document level with a qualitatively manner in order to produce topics 
which are used as performance criteria. This method expands the dominant trend where 
the overall restaurant rating or the perceived value of the dining experience is associated 
with limited value aspects such as food, atmosphere and service (Gao and Xu, 2022) 
which is the case with TripAdvisor. Another difference is related to the participation of 
the rating scale. In our case, the rates were only used to split the corpus into positive and 
negative comments. Contrary, TripAdvisor’s popularity ranking claims that rating along 
with recency and comments’ quantity are the important factors that constitute their own 
ranking approach. 

The utilisation of LDA in the context of tourist industry was found valuable because 
it transforms unstructured data (comments) into a valuable resource that supplies the 
ranking mechanism. In our case, the higher probabilistic coherence of the negative corpus 
(D–) indicates that complaints tend to be more precise and factual (e.g., “we waited 30 
minutes for a table”), compared to the positive experiences where the use of generic 
words describing perceptions might exist across different topics (e.g., “we had a lovely 
night”). Therefore, we suggest topics extracted from the negative comments as a source 
of pitfalls to avoid and corrective actions to undertake whereas, the positive topics as a 
confirmatory basis of what tourists are looking for. Regarding LDA’s results, the high 
yielded number of topics urges a thorough study that will identify and remove 
insignificant topics for the ranking process. 

The proposed ranking mechanism differs significantly from the one implemented by 
TripAdvisor as the former utilises qualitative data (comments) whereas the later utilises 
quantitative data (bubbles, volume of comments and recency). In particular, the results 
cannot be compared to TripAdvisor’s because firstly, it does not exist a common sample 
of test data to use and secondly, the TripAdvisor’s algorithm is not published in detail so 
that it can be replicated. Therefore, we can only compare our results with the average of 
the stars. The results suggest that there are serious discrepancies. Furthermore, direct 
comparison with other studies is not possible due to the use of different datasets as well 
as a different focus. Comparisons could be partially made only with the LDA results 
(comparing extracted topics). 
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6 Conclusions 

We have proposed a ranking mechanism based on the qualitative characteristics of 
tourists’ comments. We have argued that the qualitative aspects of comments are more 
instructive compared to the quantitative scale rating. The proposed mechanism is based 
on LDA to create the evaluation dimensional space, and the ranking follows the 
principles of MCDM by utilising a λ parameter. We examined the proposed model for 
sample restaurants using the TripAdvisor platform and evaluated the results compared to 
a simple quantitative star rating scheme. 

6.1 Theoretical implications 

From the theoretical perspective, our study is a step forward in ranking methods. It makes 
four main contributions toward formulating a more accurate and fair ranking system. 

First, it is not affected by the volume of the comments which is proven to yield false 
results, as is the case with TripAdvisor, but it considers the qualitative characteristics of 
them. Additionally, the proposed ranking method weights positive and negative 
comments equally regardless of their volume. This ensures that the fewer negative 
comments are not undermined. Second, the proposed ranking mechanism does not 
consider rates (stars/ bubbles) which are one dimensional and do not correspond to the 
written comments. They are only utilised to split comments into positive and negative. 
Third contribution is the utilisation of LDA to transform comments into meaningful data 
that supply the ranking mechanism. Finally, it introduces a new ranking algorithm based 
on fuzzy logic using fuzzy variables to handle the complexity of the topics that derive 
from LDA. 

6.2 Practical implications 

From the practical perspective, the proposed improved ranking mechanism pertains to 
recommendation agent platforms, the users of such platforms and business management. 

A more accurate ranking mechanism contributes to the credibility of a 
recommendation agent platform, increasing its popularity over other similar platforms. 
The proposed ranking mechanism also benefits restaurant management as each business 
gets the rank it deserves consolidating those who offer better value for money while 
alerting the ones who get a lower ranking to investigate possible issues that need to be 
addressed. Aside the first two, the study benefits mostly the users by eliminating possible 
deceptions while searching for a particular aspect that they are interested in. A better 
ranking mechanism where results can be trusted contributes to making faster and  
better-informed decisions. 

All in all, the proposed ranking mechanism simplifies the decision-making process 
and contributes to the market competitiveness. 

6.3 Limitations and future lines for research 

We acknowledge that this work has some limitations. As earlier discussed, we consider 
the proposed mechanism as preliminary, thus we recognise the incorporation of a sliding 
time window that weighs the most recent comments as more significant/accurate, which 
is an important characteristic to enhance the validity of the results. Moreover, the 
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validation of the study is based on a benchmark mechanism which assumes that most of 
the platforms examine the quantitative (star rating) rather than the qualitative (comments) 
aspect of ranking, as this work suggests. The adopted benchmark rating scheme suggests 
the lack of a ranking ground truth employed by the platforms, therefore we consider the 
generalisation of the findings as limited. Lastly, it should be noted that the volume of 
positive comments is considerably higher than that of negative comments which may 
influence the data balance. 

We suggest that future works will deal with alternative ranking mechanisms utilising 
the qualitative aspects of user-generated content. Regarding the future improvements of 
the proposed method, the options are few: study and evaluate n-gram language models, 
examine fuzzy topic modelling, apply the method for hotels, attractions, etc. 
Additionally, the large number of topics yielded by LDA urges a study that will identify 
and remove insignificant topics. 
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