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Abstract: Cocoa is a cash crop that contributes about 3% to the gross domestic 
product (GDP) of Ghana’s economy and makes up about 20% of total export 
receipts according to the Ghana statistical service. However, revenue has been 
hampered recently by the outbreak of cocoa diseases such as Swollen shoot and 
black pod thereby causing up to 11% loss of the crop. There is, therefore, a 
need for urgent intervention by all stakeholders within the cocoa production 
sector. In this research, we aim to employ mobile technology and machine 
learning (ML) techniques to enhance the early detection and diagnosis of the 
two major diseases that affect cocoa production namely – swollen shoot and 
black pod. Specifically, a distributed mobile application is developed that 
enables farmers to take a picture or video of the cocoa and the app will analyse 
and automatically detect the specific disease. The app consequently suggests 
the best treatment to undertake using an inbuilt-information guide. The 
automatic detection and diagnosis of diseases are based on deep convolutional 
neural networks (CNN) for image analysis, classification, and detection. The 
research analysed 2,828 cocoa images spread across three class labels. We built 



   

 

   

   
 

   

   

 

   

    Automatic detection and diagnosis of cocoa diseases using mobile tech 93    
 

    
 
 

   

   
 

   

   

 

   

       
 

and trained four CNN models, namely CentreNet ResNet50 V2, EfficientDet 
D0, SSD MobileNet V2, and SSD ResNet50 V1 FPN. We found the best 
generalised and fastest model to be the SSD MobileNet V2 with a detection 
confidence score of approximately 88.0%. 

Keywords: agriculture; mobile; deep learning; cocoa production; machine 
learning; ML; convolutional neural networks; CNN; classification; detection. 

Reference to this paper should be made as follows: Lomotey, R.K., Kumi, S., 
Orji, R. and Deters, R. (2024) ‘Automatic detection and diagnosis of cocoa 
diseases using mobile tech and deep learning’, Int. J. Sustainable Agricultural 
Management and Informatics, Vol. 10, No. 1, pp.92–119. 
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1 Introduction 

COCOA (Theobroma cacao) remains one of the preferred commodities for making 
edibles such as chocolates, beverages, drinks, ice creams, candies, and Mesoamerican 
foods. The same is also used in the manufacturing of other products and consumables 
such as medicines, cocoa butter, skin, beauty care products, etc. Today, Côte d’Ivoire and 
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Ghana remain the largest producers and exporters of the cocoa bean with an annual 
production capacity of over 2.50 million tons (Food and Agriculture Organization of the 
United Nations, 2022). Figure 1 shows the suitable regions where cocoa is grown in both 
countries. In Ghana, the cocoa sector supports over 4 million farm families and 
contributes around 3% to the gross domestic product (GDP) – valued at $2.00 billion 
annually through the foreign exchange of export crops (Abbadi et al., 2019). 

The governments of Côte d’Ivoire and Ghana are projecting doubling production 
capacity in the coming years. However, production capacity in recent seasons has been 
on the decline due to the prevalence of cocoa pests (such as capsids, shield bugs, and 
caterpillars) and diseases (such as black pod and swollen shoot) (Dormon et al., 2004; 
Mbarga et al., 2020; Ofori et al., 2022). The issue of cocoa yield decline is also prevalent 
in all other production zones in the world including West Africa and Latin America. 

Thus, this multi-national research partnership is formed to address this problem. The 
partnership is formed between researchers from the Pennsylvania State University – 
USA, the University of Saskatchewan – Canada, Dalhousie University – Canada, and 
stakeholders in the cocoa sectors in Ghana (specifically, cocoa farmers associations). The 
goal of this research is to enable cocoa farmers to use mobile technologies for early 
detection of cocoa pod infestation. Currently, farmers have to wait for the cocoa pod to 
show signs of infestation. And in the case of the Black Pod and Swollen Shoot diseases, 
the manual detection is done at the advanced stage of infestation, thereby making the 
treatment more difficult if not too late in some circumstances. 

Over the years, the use of computing technology in the agriculture field has risen as 
well. Specifically, the use of mobile devices has greatly impacted the methods that 
farmers use to not only grow and sell their crops but also to determine the cause of any 
problems that may arise. For example, with the mobile application BioLeaf (Mendes et 
al., 2020), users can scan a picture of a leaf, and the system will identify the plant and 
diagnose the issue in real-time based on image analysis, machine learning (ML), and 
artificial intelligence (AI). Applications like these immensely help the agricultural field, 
as the ability to quickly identify the cause of the problem can lead to a speedier remedy 
for said problem. Other researchers such as Szegedy et al. (2015), Verma et al. (2019), 
Petrellis (2018), Chandra (2019), Garg et al. (2021), Park et al. (2018) and Jang et al. 
(2020) use image recognition for diagnosis. Precisely, Chandra (2019) designed a 
smartphone application for the diagnosis of white stem borer infection in coffee plants 
using image analysis. The studies in Esgario et al. (2021) also use a smartphone app to 
assist farmers in identifying if coffee leaves have diseases or pests based on ML. As well, 
Sanga et al. (2020) presented a study that is aimed at developing a mobile application 
with ML for the early detection of banana diseases. 

Furthermore, there is a project that implemented an integrated and collaborative 
platform for automated disease diagnosis, tracking, and forecasting for farmers (Singh, 
2018). The problem that farmers have is diagnosing diseases early enough in their crops 
to avoid losses. Also, some farmers are not experts in identifying diseases, so agricultural 
experts must examine the crops for them. To assist farmers in diagnosing diseases, 
mobile technology creates an opportunity for a low-cost solution that can be widely 
deployed (Singh, 2018). With such mobile apps, farmers can upload pictures of their 
plants to automatically get a diagnosis (Saleem et al., 2019). 

Also, incorporating software into mobile computing devices provides agricultural 
info, improved accessibility, improve data visibility, offers motivation for diversity, and 
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provides marketing information (Alagumariappan et al., 2020; Shafinah et al., 2020; 
Sibanda et al., 2021). 

In this research paper, we posit that the integration of deep learning techniques 
(which is a subcategory of ML) into smart computing can aid with the automatic 
detection of black pod and swollen shoot diseases. In our estimation, this research is the 
first in the space to address cocoa-related infections using mobile and AI; and the 
successful deployment of such will greatly impact the production capacity and income-
earning power of farmers. From our preliminary investigations, we did not find any 
existing solution for cocoa disease detection in any of the mobile app stores, scholarly 
databases, and online. Our initial interviews (administered through a questionnaire) with 
some of the cocoa farmers in Ghana reveal that no such mobile interventions exist 
currently for them though they are willing to use them should they be presented. In the 
same questionnaire, they indicated other features they would like to have in the mobile 
app such as weather info, humidity, local map, disease info, budget estimator, and market 
trends. 

As a result, we designed and developed a smartphone application with the above 
features integrated. Regarding cocoa pod infestation, we employ deep learning techniques 
to enhance the detection and diagnosis of the two major diseases that affect cocoa 
production namely – swollen shoot and black pod. Specifically, a distributed mobile 
application is developed that enables farmers to take a picture or video of the cocoa and 
the app will upload the image to a software-as-a-service cloud computing platform. The 
analysis of the image is done on the cloud to detect the specific disease by comparing the 
image to a set of pre-trained image models. The result of the detection is returned to the 
mobile component of the app and consequently suggests the best treatment to undertake 
using an inbuilt-information guide. The automatic detection and diagnosis of diseases are 
based on convolutional neural networks (CNN) for image analysis and classification. We 
built and trained four CNN models, namely CentreNet ResNet50 V2, EfficientDet D0, 
SSD MobileNet V2, and SSD ResNet50 V1 FPN. The research analysed 2,828 cocoa 
images spread across 3 class labels. We found the best generalised and fastest model to 
be the SSD MobileNet V2 with a detection confidence score of 88.0%. 

Overall, the work made the following contributions to both mobile computing and AI 
research: 

• Proved that deep learning techniques can be integrated into a smartphone application 
to successfully detect the presence of Swollen Shoot and Black Pod diseases. This 
automated process can eliminate the guess work and reduce human error; 
subsequently, leading to cocoa yield maximisation. 

• This precision agriculture app contains a cocoa disease treatment information guide 
that assists farmers to know which specific chemicals to apply. 

• We have generated and provided cocoa disease datasets of three classes (for swollen 
shoot, black pod, and healthy) for future use by other researchers who may be 
interested in a pre-trained dataset within the space. 

• While most of the works on plant disease recognition use image classification, our 
work used object detection, which is a combination of classification and localisation. 
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• The smartphone application has other desired features for the farmers that meet their 
daily needs. By consolidating these features in the app, farmers can do so many 
things from one platform without having to switch between multiple products. 

The remaining sections of the paper are arranged as follows. Section 2 features existing 
works on mobile applications and plant disease diagnosis based on image analysis, and 
deep learning – CNN. Section 3 describes the architectural design of the mobile 
application while Section 4 details our ML technique. The evaluation of the system is 
carried out in Section 5. The paper concludes in Section 5 with our contributions and 
future research directions. 

2 Background works 

2.1 Precision agriculture and machine learning 

Precision agriculture (a.k.a., smart farming, or smart agriculture) is the era where modern 
technologies are employed to increase agriculture produce yield, as well as enhance farm-
market communication and supply chains. This era has witnessed the introduction of 
technologies to achieve plant disease identification, detection, and diagnosis in 
soft-real-time. As such, we have witnessed the development of technologies that can 
assist in the proper diagnosis of diseased crops through spectrometry (Owomugisha et al., 
2020; Barh and Balakrishnan, 2018). 

Plant diseases are one of the most difficult obstacles to pass when it comes to farming 
or gardening world-wide. For example, the USA loses one-third of crop production 
annually due to crop diseases (Ahmed and Reddy, 2021; Mrisho et al., 2020). Farmers in 
the USA face limited resources to observe plant symptoms. As a result, there is a huge 
need to improve the detection of diseases and monitor agriculture losses. Mobile phone 
applications can be used to detect diseases because smartphones are affordable for 
farmers. They can also use them to detect crop growth, find how to properly take care of 
them, and learn about controlling diseases or curing them. Mobile applications for crops 
also pave the way for research into finding reliable resources for plant health and other 
agricultural resources (Ahmed and Reddy, 2021). 

More recently, however, AI techniques are being integrated into the agronomic sector 
to enhance early detection and diagnosis of crop infestation and diseases. The work 
presented by Elhassouny and Smarandache (2019), goes into depth about how researchers 
are using recently advancing neural network technology to better identify diseases in 
plants. Specifically, they inform us about using a deep CNN to identify several diseases 
in tomato plants. The convolutional neural network or CNN is a type of artificial neural 
network (an aspect of ML), which is widely used for image/object recognition and 
classification. Deep learning has a higher accuracy because it does not need to extract 
specific features, but it can search the whole image by extracting data in layers, using 
low-level features to obtain abstract high-level features (Liu and Wang, 2021; Gandhi et 
al., 2018; Chethan et al., 2021). 

Diseased plants have always posed a problem in the agricultural industry and 
reducing the amount of waste produced from diseased plants is one of the main goals of 
precision agriculture. Up until now using mobile technology to determine whether a plant 
is healthy or not has not been possible, and farmers were required to send their plants to a 
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lab to have them tested (Hampf et al., 2021). To fix this problem many researchers and 
scientists have developed several types of AI, most recently the Deep CNN variety, to 
allow for quick and accurate results using data from images captured on a mobile device 
to determine if a plant is infected with a disease. Elhassouny and Smarandache (2019) 
disclosed that they used data from over 7,000 pictures to train the AI and when put to the 
test it produced an accuracy of about 88.4%. Although the results of this experiment seem 
very promising, there are still a few hurdles to overcome before this technology is near 
perfect, the main limiting factor is that there is not enough training data supplied to the 
AI. This conclusion is similar throughout the entire agronomic-based deep learning 
spectrum. The reader is referred to Table 1, which details the ongoing works on deep 
learning and image analysis for crop disease detection. 

The research presented by Yang et al. (2020) was based on a system that can detect 
the severity of crop diseases by taking photos on a smartphone. Most crop disease 
recognition applications work using a picture taken by the user, and a CNN to conduct 
image recognition. However, due to the ever-growing amount of crop diseases, a deep 
transfer learning approach called CDCNNv2 was implemented. CDCNNv2 works by 
essentially cleaning up the image significantly, by padding, pooling and finally flattening 
to help recognise diseases from images. The neural network then looks for similar 
symptoms and checks whether the plant from the image matches a known disease. If the 
neural network detects a plant disease, the user is informed about the severity, and the 
recommended steps going forward. Through CDCNNv2, the results were 92% accurate, 
and 13% faster. The work presented by Shamkuwar et al. (2018) also accomplished 
approximately 95% accuracy in classification. 

Similarly, Pallagani et al. (2019) built a mobile-inspired CNN system called dCrop. 
Using approx. 54,306 image datasets, they created a CNN class of indexes, which are 
then put into rows and columns of a matrix. Then PyTorch and Tensorflow are used to 
serve as ML tools. The paper gives the confidence percentage of ResNet 34, AlexNet, 
and ResNet 50. 

Also, Francis and Deisy (2021) researched and developed an architecture using neural 
networks and ML to identify crop diseases. The research used a training group of apple 
leaves, running through multiple methods of identification to find the most accurate ones. 
Their findings were that, of methods involving colour images and reconstructed images, 
the colour images were identified with the most accuracy while also having less size and 
computational cost. 

Furthermore, Ramesh et al. (2018) used images of leaves and classifications of their 
characteristics to identify healthy or diseased crops through a dataset obtained under 
random forest. To gather leaf characteristic data, the use of a histogram of an oriented 
gradient (HOG) is a necessity. Leaf images are switched from RGB, into gray scale type 
images to help it find abnormalities through Random Forest. Although this system is very 
helpful, there are some limitations in terms of the system’s accuracy. The system has 
approximately 70% accuracy, but a solution to this limitation is an increase in images in 
the system. This way the system has more data to choose from and compare 
characteristics with. The works by Petrellis (2019) and Kothari (2018) however utilised a 
smartphone application with machine vision to analyse the plants for diseases. 

According to Chen et al. (2021), Taiwan is dealing with gaps in an aging agricultural 
workforce, whereby the younger generation of workers lack the experience to spot and 
treat pest outbreaks in their crops. To discover these varied pests, an AI-based pest 
detection system was implemented. The application would process images of infestation, 
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and feed this information through an object detection model, which reaches a server via a 
cloud platform. Three object detection models in turn were created: the two-stage faster 
region-based convolutional network (Faster R-CNN), a one-step feed-forward single-shot 
detector (SSD), and a one-step you only look once v4 (YOLO v4). The YOLO v4 proved 
the superior network, identifying mealybugs with a 100% success rate, and the Coccidae 
and Diaspididae by 88% and 97% respectively. 

2.2 The open issues 

Despite the extensive literature reviewed and presented, we could not find any research or 
project(s) on addressing cocoa disease infestation identification and detection using 
mobile technology and AI. However, we could learn from existing literature on how 
mobile applications and AI research aid in the quicker identification of plant diseases in 
the USA, India, Taiwan, Brazil, and other parts of the world (Francis and Deisy, 
2021;Chen et al., 2021; Hampf et al., 2021; Garg et al., 2021). 

In Côte d’Ivoire and Ghana (the two major cocoa-producing countries in the world), 
the leading diseases that threaten cocoa yield capacity are the Black Pod and Swollen 
Shoot. The Black Pod disease is triggered by a fungus (Phytophthora) that persists under 
poor humidity conditions and excessive rain. On the other hand, Swollen Shoot is a viral 
disease transmitted to the cocoa plant by mealybugs (Dormon et al., 2004). In the case of 
the latter, infestation does not only reduce production yield but can kill the plant itself. 
And like the situation in Brazil and India with regards to traditional diagnosis [51], 
farmers were required to send their plants to a lab to have them tested (Dormon et al., 
2004; Hampf et al., 2021). Our preliminary interviews with some Ghanaian cocoa 
farmers indicated that government agencies in charge of cocoa production infrequently 
send agronomic personnel to come and educate them on diseases and treatment. There 
could be logistical challenges too as well as bad road conditions linking cocoa farming 
communities; thereby delaying how often farmers could be assisted with plant disease 
diagnosis. 

Most of these challenges could be overcome with a successful deployment of an 
automatic cocoa infestation and disease diagnosis tool such as a smartphone application 
with an AI capability. 

2.3 The research goals 

Based on the open issues and the general lack of research in precision cocoa farming, 
with its negative consequences affecting global production capacity, we formed this 
multi-institutional research partnership to address the same. Initially, an advanced party 
of researchers from the Pennsylvania State University traveled to Ghana in the Summer 
of 2021 with a questionnaire to interview cocoa farmers. Overall, 76 questionnaires were 
administered in the following regions – Volta, Eastern, and Western. And 72 were 
returned completed. 

The questionnaire aims to understand what features cocoa farmers would like to have 
in a smartphone app and whether automatic disease detection and diagnosis is a preferred 
option. The main features they indicated to have in the mobile application are automatic 
disease detection and diagnosis (69/72 responses), market updates/trends (67/72 
responses), disease info (63/72 responses), weather and humidity (61/72 responses), local 
map (61/72 responses), budget estimator (60/72 responses). 
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To address these needs, the following research questions are outlined specifically in 
this paper. 

• How can cocoa infestation (black pod and swollen shoot) be detected automatically 
with minimal error with the use of a smartphone? 

• With no existing cocoa-oriented image databases, how could enough images be 
generated for training the deep learning model? 

• Which ML technique will work better for this work? Classification or object 
detection? 

• How could the smartphone application be designed to guarantee faster results and 
what could be done in case of connectivity loss? 

3 The mobile application design 

The current version of the mobile application is designed in Android (since most of our 
test users on the cocoa farm own this mobile OS), and it will be made available for free 
download on the Google Play platform. The name of the app is Cocoa Companion. The 
iOS version is also under development to support wider adoption and usage. The 
architectural design of the app is shown in Figure 2. Overall, there are four main layers of 
the app which are: application layer, application programming interface (API) layer, 
image/file server, and ML component. 

Due to the need to have access to some consumer services outside our 
implementation, the API Layer is designed to connect to external services using public 
gateways. Specifically, we interfaced three APIs which are: Weather API, News API, and 
the Google Map API. The weather information is gathered from the Weather API 
(https://openweathermap.org/api) which contains climatic information and weather 
forecasts (for hourly, daily, and 30 days). Some of the data available include humidity, 
visibility, temperature, pressure, clouds, etc. This information is retrieved as JSON via 
HTTP and displayed on the screen of the app for easy access by the ordinary user. The 
Map API is connected through the Google Maps SDK (https://developers.google.com/ 
maps/documentation/android-sdk/overview). The SDK is available for Android, iOS, and 
JavaScript. Through the SDK, location information, local map, and tracking within the 
farmland can be achieved. The News API is meant to support cocoa farmers with current 
information on cocoa market trends and trades, news on ravaging diseases and pests, as 
well as their treatment. Multiple sources are being considered for this information and 
relevant news is pushed to the screen when they are available. 

On the home screen (i.e., app interface), users have access to the application layer. 
There is a budget estimator that aids the farmers to compute their production cost 
including analysing their profit and loss. The budget estimator helps cocoa farmers to 
inventory their costs and receipts. And when sales are made and recorded, the profit 
margins are calculated. Production estimates can also be made based on the prior year’s 
sales. Furthermore, there is an interface that helps farmers to have access to a disease 
Information guide which has been integrated into the app. The disease information guide 
contains information on symptoms and treatment of common cocoa diseases such as 
black pod and swollen shot. 



   

 

   

   
 

   

   

 

   

   100 R.K. Lomotey et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

There is also a button on the screen (labelled ‘diagnose infection’) which connects to 
the Image/camera component. This component aids the farmer to take pictures and 
upload the image as well. In case of no internet connectivity, the picture is kept in a local 
Storage module on the phone until connectivity is restored; then it is uploaded. If a 
farmer takes a video instead of a picture, there is a pre-process module that captures a 
still shot of the video frame and treats it as an image. This is because the ML layer 
currently supports only object detection in images. The image is uploaded via an HTPP 
gateway to a file server which is implemented in Erlang (https://www.erlang.org) 
programming language and hosted on an Amazon EC2 cloud computing platform. The 
ML component is connected to the Erlang file server in a bi-directional manner. Thus, 
when the file server sends an image to the ML layer, the latter process the image and does 
the detection. After that, the result is sent back to the Erlang File server. The file server 
then forwards the result to the mobile App. Based on the specific result that is returned, 
the app displays related information. This means that if the ML layer detects black pod 
disease, for instance, the app will open the black pod interface from the information 
guide. It is important to note that users can access the information guide anytime within 
the app. 

The diagram in Figure 3 details the application process workflow of the mobile App. 
It clearly shows how to start the application and the various screens including which 
major actions to take on each screen. The process is streamlined so that it will not be 
cumbersome to use by an average cocoa farmer. Lastly, some screenshots of the 
application are shown in Figure 4. 

4 Deep learning and image detection 

Image classification predicts the class of an object in an image. Object localisation 
locates the presence of object categories in an image, along with an axis-aligned 
bounding box indicating the position and scale of one instance of each object category 
(Russakovsky et al., 2015). Object detection combines image classification and object 
localisation. Object detection locates the presence of objects with an axis-aligned 
bounding box and its class label. Some groupings of object detection methods are 
one-stage methods, two stage-methods, and anchorless. 

Two-stage detectors such as region-based convolutional neural networks (R-CNN), 
faster R-CNN, and mask R-CNN use a region proposal network (RPN) to extract regions 
of interest (bounding box) in the first stage. In the second stage, the regions generated are 
used in the classification and localisation of the object. One-stage detectors such as 
YOLO (Redmon et al., 2016), single shot multibox detector (SSD) (Liu et al., 2016), 
EfficientDet (Tan et al., 2020), and RetinaNet (Lin et al., 2017b), predict the bounding 
box and class of the input image without generating region proposals. In one-stage 
detectors, backbone networks are used to extract features from the input image and output 
the bounding box and class of the image. Backbone networks can be densely connected 
networks like ResNet (He et al., 2016), AmoabaNet (Real et al., 2019), EfficientNet (Tan 
and Le, 2019) or lightweight networks such as MobileNet (Howard et al., 2017), 
MobileNetV2 (Sandler et al., 2018), Xception (Chollet, 2017), and SqueezeNet (Iandola 
et al., 2016). 
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Two-stage detectors have high localisation and object recognition accuracy, whereas 
one-stage detectors achieve high inference speed. Specific to our work, we shall discuss 
the following deep learning models as employed. 

4.1 Single shot detector 

The single shot detector (SSD) framework (Liu et al., 2016) is based on a feed-forward 
convolutional network that produces a fixed-size collection of bounding boxes and scores 
for the presence of object class instances in those boxes followed by a non-maximum 
suppression step to produce the final detections. As shown in Figure 5, the SSD model 
comprises two parts: extraction of feature maps and application of convolutional 
predictors for detection. 

The SSD model uses the VGG-16 network (Simonyan and Zisserman, 2014) as a base 
network to extract feature maps. It then uses a 3 × 3 × p small convolution filter to predict 
the location and class score for a category. The default boxes of the SSD model are 
similar to the anchor boxes used in Faster R-CNN (Ren et al., 2015), however, applied to 
several feature maps of different resolutions. This is done to efficiently discretise the 
space of possible output box shapes. 

In training the SSD model, ground truth information is assigned to specific outputs in 
the fixed set of detector outputs. The overall training objective loss function is a weighted 
sum of the localisation loss (loc.) and the confidence loss (conf.), with the weight term α 
set to 1 by cross-validation (as shown in equation (1)) (Liu et al., 2016). 

( )1( , , , )   ( , ) ( , , )conf locL x c l g L x c L x l g
N

= + α  (1) 

where N is the number of matched default boxes, l is the predicted box, c is the class 
confidence, and g is the ground truth box. 

In this work, we trained the SSD model with a MobileNet V2 and ResNet50 V1 FPN 
backbone. 

4.1.1 SSD MobileNet V2 
MobileNetV2 (Sandler et al., 2018) extends MobileNet (Howard et al., 2017) by 
introducing linear bottleneck layers and shortcut connections between the bottlenecks. 
The core idea is that bottlenecks encode the model’s intermediate inputs and outputs 
while the inner layer encapsulates the model’s ability to transform from lower-level 
concepts such as pixels to higher-level descriptors such as image categories (Mark and 
Andrew, 2018). MobileNet V2 is based on an inverted residual structure which reduces 
memory requirements to improve performance. 

The MobileNet model is based on depthwise separable convolutions which is a form 
of factorised convolutions that factorise a standard convolution into a depthwise 
convolution and a 1×1 convolution called a pointwise convolution. MobileNetV2 also 
uses depthwise separable convolutions with ReLU6 except for the last linear layer. The 
diagram in Figure 5 further shows the difference between MobileNet V1 and MobileNet 
V2 architectures. 

The authors of MobileNet V2 empirically proved that using non-linear layers in 
bottlenecks hurt the performance of a model. 
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4.1.2 SSD Resnet50 V1 FPN (RetinaNet50) 
The RetinaNet (Lin et al., 2017b) architecture uses a feature pyramid network (Lin et al., 
2017a) (FPN) backbone on top of a feedforward ResNet (He et al., 2016) architecture. 
ResNet50 (residual network) is a variant of the ResNet architecture that is 50 layers deep. 
It is based on a deep residual learning framework of stacked residual blocks to reduce the 
training of deeper models. Additional layers in neural networks improve accuracy and 
performance but deeper models have the issue of degradation (training error). 

To solve this issue, residual networks use residual blocks to improve the accuracy of 
deeper models by learning residual functions about layer inputs instead of learning 
unreferenced functions. Residual networks are easy to optimise and can gain accuracy 
from increased depth. FPN is a feature extractor that uses a single-scale image of 
arbitrary size as input and generates multi-scale feature maps as output. 

4.2 EfficientDet 

The EfficientDet (Tan et al., 2020) architecture is designed to improve accuracy and 
efficiency in object detection. The EfficientDet model consists of three parts as shown in 
Figure 6. 

4.2.1 Backbone 
The backbone architecture uses the same width and depth of scaling coefficients of 
EfficientNet. EfficientNet (Tan and Le, 2019) is a convolutional neural network 
architecture targeted to maximise model accuracy for any given resource constraint. The 
authors of EfficientNet proposed a new compound scaling method, which uses a 
compound coefficient to uniformly scale network depth, network width, and input 
resolution in a principled way as shown in equations (2) (Tan and Le, 2019):  

:
:

:
. . 2

1, 1, 1

depth d
width w
resolution r γ
s t γ

γ

= 
= 

= 
⋅ ⋅ ≈ 
≥ ≥ ≥ 

φ

φ

φ

φ φ

α
β

α β
α β

 (2) 

where α, β, γ are constants that can be determined by a small grid search. Increasing the 
network depth, width or input resolution improves accuracy but decreases the accuracy 
gain for bigger models. Experimental results show that EfficientNets transfer well and 
achieves a higher accuracy of 91.7% on CIFAR-100 datasets. 

4.2.2 Neck (BiFPN) 
The Bi-directional feature pyramid network (BiFPN) allows efficient multi-scale feature 
fusion by introducing learnable weights to learn the importance of different input 
features. As shown in Figure 6, BiFPN takes level 3–7 features {P3, P4, P5, P6, P7} from 
the backbone network and repeatedly applies top-down and bottom-up bidirectional 
feature fusion. BiFPN width and depth are scaled with equation (3) (Tan et al., 2020): 
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64(1.35 ), 3bifpn bifpnW D= = +φ φ  (3) 

where Wbifpn is the BiFPN width (number of channels), Dbifpn BiFPN depth (number of 
layers) and ϕ as the compound coefficient. 

4.2.3 Head 
The head of the model is made up of a box and class prediction network, which predicts 
the bound box coordinates and category of the object. The width is the same as BiFPN 
width, but the depth is linearly increased using equation (4) (Tan et al., 2020):  

  3 [ 3]box classD D= = + φ /  (4) 

4.3 CentreNet 

The CentreNet (Zhou et al., 2019) is an anchorless object detection model based on a 
keypoint. It uses keypoint estimation to find the centre point of a bounding box and 
regresses to all other object properties such as bounding box size, 3D location, 
orientation, and pose. The inference process of CentreNet is a single network feedforward 
without non-maximal suppression for post-processing. The input image is fed to a fully 
convolutional network that outputs a heatmap. The image features at each peak in the 
heatmap predict the targeted object bounding box’s height and weight. The overall 
training loss is computed using equation (5) (Zhou et al., 2019): 

 det k size size off offL L λ L λ L= + +  (5) 

where Lk denotes keypoint heatmap, Lsize is the object size loss and Loff is the offset 
trained with an L1 loss. λsize and λoff is set to 0.1 and 1 respectively. The training object of 
the keypoint heatmap is a penalty-reduced pixel-wise logistic regression with focal loss. 

In this work, we trained CentreNet with Resnet50 backbone. 

4.4 System overview 

In this work, the main aim is to detect diseases that affect cocoa using the deep learning 
models discussed. We train the following four deep learning models: CentreNet 
ResNet50 V2, EfficientDet D0, SSD MobileNet V2, and SSD ResNet50 V1 FPN. These 
models were trained on three classes – 2 classes of infected cocoa (Black Pod and 
Swollen Shoot) and one class for Healthy cocoa. Our system takes a cocoa image as input 
and outputs the classification and localisation information in the image. 

The general overview of the system is shown in Figure 7 and detailed in the following 
subsections. 

4.4.1 Data collection 
Our dataset consists of two types of cocoa diseases (Black Pod and Swollen Shoot) and 
healthy cocoa. The image dataset of cocoa was collected from cocoa farms in Ghana. A 
simple camera was used to capture images with the background of objects surrounding 
the cocoa pod inclusive. The images were saved in JPEG format with a dimension of 
3,120 × 4,160. 
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4.4.2 Data augmentation 
The performance of deep learning models depends on the relevance, quality, and quantity 
of training data. Augmentation is essential when the training data quantity is insufficient. 
Data augmentation reduces overfitting during training and improves the generalisation 
ability of deep learning models. We apply different transformation techniques such as 
rotation, blurring, translation, noise, and vertical and horizontal flips to increase the size 
and diversity of the dataset. The scikit-image library in Python was used to transform the 
images. 

In Table 2, the number of original images and augmented images generated for each 
class are shown and Figure 8 illustrates the various transformation applied in the 
augmentation process. 

4.4.3 Data annotation 
We manually annotate each image in our dataset to define a region (bounding box) and 
its corresponding class using LabelImg (Lin, 2015). We seek the knowledge of some 
experts in crop diseases to predetermine the classes and correctly label images. Our 
dataset contains three classes of images (black pod, swollen shoot, and healthy cocoa). 
Each image is annotated with one bounding box and its corresponding class. 

We use the MS COCO evaluation to analyse our dataset. Table 3 shows the 
distribution of the aspect ratio and area of the bounding box across the dataset, and it is 
plotted in Figure 9. The MS COCO evaluation metrics use different object scales for 
object detection, the area of the bounding box below 32 × 32 pixels, the area of the 
bounding box from 32 × 32 pixels to 96 × 96 pixels, and the area of the bounding box 
above 96 × 96 pixels for SMALL, MEDIUM, and LARGE objects respectively. Our 
work focuses on the ability of deep learning models to detect large and medium objects. 
As shown in Figure 9, the number of medium and large-area objects takes up to 1.73% 
and 98.27%, respectively. We do not have small objects in our dataset. 

4.4.4 Cocoa disease detection 
We trained four pre-trained models using the TensorFlow object detection API 
(Kasper-Eulaers et al., 2021) based on the following models: SSD MobileNet v2, SSD 
ResNet50 v1 FPN, EfficientDet D0, and CentreNet ResNet50 v1. These four models 
were previously trained on the COCO dataset. We divided our dataset into two: training 
and testing sets. The training set contained 2,262 images with their annotations and the 
testing set contained 566 images with 566 annotations. 

The pre-trained models were fine-tuned on our dataset and maintained the default 
values of their pipeline configuration. The SSD MobileNet V2, SSD ResNet50 V1 FPN, 
and EfficientDet D0 use weighted smoothed L1 as the localisation loss and weighted 
sigmoid focal as the classification loss. CentreNet ResNet50 V1 uses L1 for its 
localisation loss and penalty reduced logistic focal as the classification loss. The batch 
size of each model was adjusted. The training sessions were configured to run for 50,000 
steps. However, our experiments proved that the models did not need 50,000 steps in 
training to reach minimum loss. In some models, the learning rate started decreasing after 
6,000 steps. Hence to have a fair comparison of the different models, training was 
stopped at 8,000 steps. Table 4 shows the batch size and other hyperparameters used in 
training each model. 
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In Algorithm 1, we detail the steps for training a deep learning model using 
TensorFlow object detection API: 

• Data preparation: collect images and annotate images for object detection. 

• Split data into training and testing sets. Transform each dataset into TFRecord 
format. 

• Create a label map for the three classes of cocoa and save it to a .pbtxt file. 

• Select model to train and configure: Fine-tune the pre-trained model for cocoa 
disease detection (number of classes, batch size, label map, and number of training 
steps). 

• Train model and save to checkpoint file. 

• Evaluate the test dataset and save the results to a file. 

Algorithm 1 for Cocoa Disease Detection 
Input: Dataset D, Pre-trained DL model Mpt, Hyperparameters of DL model H(Mpt), label map 
of classes, C 
Output: Trained model Mt and evaluation results, Me 
B ← Batch size 
n(C) ← Number of classes 
N ← Number of Steps 
ckpt ← Checkpoint (for every 1,000 steps model is saved) 
1 for i ← 1 to number of images in D do 
2 Extract the image and annotate with specific class Cl 
3 end for 
4 Split D: Dtrain = 80%, Dtest = 20% 
5 Generate TFRecords TFRtrain, TFRtest 
6 Fine-tune H(Mpt) with TFRtrain, TFRtest, C, B, n(C), N 
7 for j ← 1 to N 
8 Mt ← Train Mpt with TFRtrain 
9 if j == ckpt then 
10 Save Mt 
11 end if 
12 end for 
13 for k ← 1 to N 
14 Evaluate Mt with TFRtest 
15 Save evaluation results to Me 
16 end for 
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5 Evaluation 

In this section, we evaluate the performance of the four models mentioned in our dataset. 
We divided the cocoa dataset into a training set (80% images) and a test set (20% 
images). The object detection models used implementation from the TensorFlow object 
detection API (Yu et al., 2020). Training and inference scripts were written in Python and 
compatible with only TensorFlow V2. 

We trained SSD MobileNet V2, EfficientDet D0, and CentreNet ResNet50 V2 on 
Google Colab GPU, NVIDIA Tesla K80, and SSD ResNet50 V1 FPN on a Mac operating 
system with an Intel Core i7 3.8 GHz 8-Core Processor with a 32GB of memory. All 
models were trained with 8000 steps and different batch sizes as shown in Table 4. All 
models were evaluated using a batch size of 1. The Cocoa Dataset will be available for 
public access on our project GitHub website. 

5.1 Evaluation metrics 

We evaluate the performance of deep learning models on our dataset, we adopted the 
COCO detection evaluation metrics (Lin et al., 2014). Intersection over Union (IoU) is 
used to evaluate the prediction of a model. IoU is the overlap between the predicted 
bounding box Bp and the ground truth bounding box Bgt (Simonyan and Zisserman, 
2014). The IoU must exceed 0.5 (50%) using equation (6):  

( )
( )  p gt

p gt

area B B
IoU

area B B
=




 (6) 

where p gtB B  denotes the intersection of the predicted and ground truth bounding 
boxes and p gtB B  denotes their union. 

The following metrics are used to evaluate the performance of the models: 

5.1.1 Average precision 
The AP summarises the area under the interpolated precision-recall curve. The AP is 
defined as shown in equation (7) (Everingham et al., 2010): 

( ) ( )
1

1 1
1

n

i i interp i
i

AP r r p r
−

+ +
=

= −  (7) 

where r1, r2,…, rn is the recall level at which precision interpolate and denotes pinterp the 
interpolated precision. The AP can be computed for each class in the dataset. 
Traditionally, if the dataset contains K classes, the AP averaged over all classes is defined 
as the mean average precision (mAP). This can be formalised as shown in equation (8) 
(Everingham et al., 2010). 

1

K

ii
AP

mAP
K
==   (8) 

However, the COCO evaluation metrics make no distinction between the AP and mAP, 
likewise for the average recall (AR) and mean average recall (mAR). The AP is the 
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primary metric used to evaluate the performance of object detection models. The higher 
the score of the AP, the more accurate the model is. The AP is computed using 10 IoU 
thresholds of 0.50: 0.05: 0.95, that is AP averaged across all 10 IoU thresholds from 0.5 
to 0.95 with a step size of 0.05. This is different from the evaluation metrics of the Pascal 
VOC dataset where the AP is computed at an IoU of 0.50 which is equivalent to 
APIoU = 0.50. 

5.1.2 Average recall 
The AR is defined as the maximum recall given a fixed number of detections per image, 
averaged over classes and multiple IoUs. The AR is computed as shown in equation (9). 

{ }( ) ( )1

1 | ( ( )) 0 max ( ( ))
O

t o t oo
AR k Pr τ k Rc τ k

O =
= >  (9) 

where O is the IoU, t(o) is a set of O IoU thresholds, and Prt(o), Rct(o) (τ(k)) is the 
precision × recall points for confidence τ(k). ARMAX = 1 is AR given 1 detection per 
image, while ARMAX = 10 and ARMAX = 100 are AR given 10 and 100 detections per image 
respectively. 

To evaluate the multi-scale object detection capabilities of deep learning models AP 
and AR across scales are taken into consideration:  

• APSMALL and ARSMALL evaluate the ground truth of small objects (area < 322) 

• APMEDIUM and ARMEDIUM evaluate the ground truth of medium objects (322 < area < 
962) 

• APLARGE and ARLARGE evaluate the ground truth of large objects (area > 962). 

5.2 Experimental results 

The dataset for each class was split into an 80% training set and a 20% testing set. 
Tables 5, 6, 7, and 8 show the evaluation performance of the models on the testing 
dataset. 

Table 5 shows the performance of the models in terms of average precision in each 
class (AP). In the detection of black pod disease, the SSD MobileNet V2 performed best 
with AP of 50.5%, and AP of 88.8%, 44.5%, and 50.5% for IoU thresholds of 0.5, 0.75, 
and large objects respectively. This performance is followed by the EfficientDet DO 
model with an AP of 35.3%. At the IoU threshold of 0.50, SSD Resnet50 V1 FPN and 
EfficientDet DO achieved an AP of 83.3% and 81% respectively for Black Pod. 

In the case of the healthy class, SSD Resnet50 V1 FPN obtained the highest AP of 
37.6%. At the IoU threshold of 0.50, SSD MobileNet V2 returns the highest AP of 
83.6%. For the detection of swollen shoot, EfficientDet DO and SSD Resnet50 V1 FPN 
both obtained an AP of 32%. 

CentreNet Resnet50 v2 has the lowest performance with an AP of 33% for both 
healthy and black pod classes and 24.4% for the swollen shoot. In the case of AP for 
small and medium objects of the black pod and swollen shoot category, all models have a 
result of –1. This means that the model could not detect the objects in these classes. This 
is because the bounding box of this class is large and as such, the small and medium 
bounding boxes will go undetected. 
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Furthermore, Table 6 shows the overall average precision (AP) of the CNN models 
on the three classes. The SSD Resnet50 V1 FPN outperformed the other models with an 
AP of 32.4%. The APIoU = 0.75 and APLARGE of the same model returned 19.4% and 32.7% 
respectively. The SSD MobileNet V2 achieved the lowest AP of 29.1. At a single IoU 
threshold of 0.50, all the models obtained an AP above 50% with EfficientDet D0 
achieving the highest score of 81%. While the SSD MobileNet V2 model performs better 
than CentreNet Resnet50 v2 with an improvement of 2.6% in detecting medium objects, 
CentreNet Resnet50 v2 receives the highest AP of 20%. 

As explained earlier, our dataset contains large and medium objects and has no 
small-sized objects. Hence the implemented models have an AP and AR of –1 for small 
objects. 

As shown in Table 7 all the models achieved a higher AR in the detection of black 
pod disease compared to the other two classes. In the detection of black pod, SSD 
MobileNet V2 has the highest AR of 52.9%, 63.7%, and 64% for ARMAX = 1, ARMAX = 10, 
and ARMAX = 100 detections per image respectively. The returned value for ARLARGE is 
58.8%. The SSD Resnet50 V1 FPN model performs best in the detection of Healthy 
cocoa with AR of 39.9%, 57%, 58.4 and 58.8% given a maximum of 1, 10 and 100 
detections per image and large objects respectively. 

Figure 13 illustrates the AP comparison of the models in the detection of each class. 
From our analysis, we observed that all models performed better in the detection of black 
pod and healthy categories than swollen shoot. A simple reason for this could be 
attributed to the fact that black pod and healthy cocoa classes are distinct and much 
larger. The worst performance of all models in the detection of swollen shoot is attributed 
to the limited diversity of images and lower lighting conditions. 

Figure 14 shows the overall AP performance comparison of the models. SSD 
Resnet50 V1 FPN achieves the highest AP of 32.4%. This performance is due to the use 
of the FPN backbone to generate rich features and a focal loss function to eliminate the 
accuracy gap. EfficientDet D0 obtained the second-highest AP of 32%. This is attributed 
to the BiFPN backbone of EfficientDet architecture which improves the accuracy of the 
predicted bounding box of a target object. A further comparison of the overall AP shows 
that CentreNet ResNet50 V2 outperforms SSD MobileNet V2 because CentreNet 
ResNet50 V2 uses keypoint estimation to locate centre points and regresses object 
properties to achieve good accuracy. 

Additionally, Table 8 shows the overall AR of the implemented models. In the 
detection of medium and large objects, SSD Resnet50 V1 FPN obtained the highest AR 
of 52.9% and 59.5% respectively. Given a maximum of 10 detections per image, 
EfficientDet D0 and CentreNet Resnet50 V2 achieved a similar AR of 51%. For one 
detection per image, CentreNet Resnet50 V2 has the highest AR of 37.1%. 

To verify the detection capability of the CNN models, we tested all the models with 
previously unseen images, one image for each class. From our evaluation results in 
Table 6 and Table 8, SSD MobileNet V2 performed worst among all the models, 
however, it performed best in the prediction of new images followed by EfficientDet D0. 
SSD ResNet50 V1 FPN with the highest mAP performed slightly better by detecting two 
out of three classes. CentreNet ResNet50 V2 performed worst in detecting new images as 
it was able to detect only one out of three classes. Figure 10 shows the detection results in 
comparison for black pod as returned by the three models. The SSD MobileNet V2 has an 
88% confidence score for prediction while EfficientDet D0 and SSD Resnet50 v1 FPN 
have confidence scores of 66% and 55% respectively. Figure 11 shows the detection 
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results in comparison for the Healthy cocoa pod as returned by all four models. The SSD 
MobileNet V2 achieves the highest confidence score of 74%, 61% for both EfficientDet 
D0 and SSD Resnet50 v1 FPN, and CentreNet Resnet50 V2 has 54%. Figure 13 on the 
other hand presents the detection results in comparison for Swollen Shoot from only two 
models. As shown in Figure 12, only SSD MobileNet V2 and EfficientDet D0 were able 
to detect Swollen Shoots with a confidence score of 54% and 55% respectively. 

Table 9 shows the detection capability of the models for specific classes and their 
confidence score; where black pod, swollen shoot, and healthy are denoted as BP, SS, 
and H respectively. 

5.3 Model training 

In this section, we discuss the training performance of the mentioned models. The 
TensorBoard is used to track the training loss and learning rates of the implemented 
models. The performance of the models is observed based on the following metrics: 
classification loss, learning rate, localisation loss, regularisation loss, and total loss. These 
metrics are explained as follows: 

• Classification loss – determines the prediction of the target categories (classes) in a 
dataset. 

• Localisation loss – indicates the difference between the predicted bounding box and 
the true values 

• Regularisation loss – is generated by the model’s regularisation function (L1 and L2 
regularisation). Regularisation optimises the generalisation ability of object detection 
models by preventing overfitting. 

• Total loss – evaluates the training performance of models. It is the sum of 
classification, localisation, and regularisation loss. 

• Learning rate – this curve indicates the rate at which the model learns during 
training. 

5.3.1 Results: SSD MobileNet V2 
Figure 15 shows the training performance of SSD MobileNet V2 for each class. After 
training for 8,000 steps all classes had a learning rate of 0.07696. Black pod has the 
highest localisation, classification, and total loss of 0.09812, 0.1591, and 0.328 
respectively. The classification loss of swollen shoot starts at 0.45 and ends at a value of 
0.1399. The swollen shoot has the highest regularisation loss 0.07167. The healthy class 
has the lowest localisation, classification, regularisation, and total loss of 0.08433, 
0.09975, 0.06635, and 0.2504 respectively. The losses of each class decrease as the 
training steps increase. 

5.3.2 Results: EfficientDet D0 
Figure 16 illustrates the training losses and learning rate of the EfficientDet D0 model in 
each class. In the learning rate graph, the model starts at 0.004 for all classes and 
significantly increases to 0.08 at 2500 steps. It then decreases to 0.07993 after training for 
8,000 steps. 



   

 

   

   
 

   

   

 

   

   110 R.K. Lomotey et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

The classification, localisation, and total loss of the Healthy class decline at step 4000 
compared to the other classes. The regularisation loss for each class increased after 
training. Consequently, the Healthy class has the highest value of 0.03044. 

5.3.3 Results: SSD ResNet50 V1 FPN 
Figure 17 shows SSD ResNet50 V1 FPN training performance in each class. The learning 
rate for each class decreased noticeably after 2,000 steps. The classification loss, 
localisation loss, and total loss of the black pod class dramatically drop at step 5,700 at a 
value of 0.1826, 0.0909, and 0.3844 respectively. 

The swollen shoot class has the least regularisation loss of 0.0812. The total loss for 
the Healthy class is the least compared to the black pod and swollen shoot classes. 

5.3.4 Results: CentreNet ResNet50 V2 
Figure 18 shows the training performance of the CentreNet ResNet50 V2 model in each 
class. The training performance is slightly worse across all the classes. The CentreNet 
ResNet50 V2 uses slightly different metrics from the other models. It uses the loss box 
offset, loss box scale, loss object centre, learning rate, and total loss. The box loss is how 
well the algorithm can locate the centre of an object and how well the predicted bounding 
box covers an object (Magalhães et al., 2021). 

The loss box offset for the black pod class decreased at step 6,900 but at the end of 
the training process, the swollen shoot class has the least value of 0.4831. The healthy 
class has the highest loss box scale of 0.8472. The loss object centre for the swollen shoot 
class is the least with a value of 1.387. The total loss of black pod, swollen shoot, and 
healthy classes started at 3.947, 4.251, and 4.256. Then ended at 2.376, 2.287, and 3.104 
respectively. We observed that the total loss did not minimise after training for 8,000 
steps. 

5.3.5 Results: combined classes 
In Figure 19, we show the training performance of the models trained on all three classes 
combined. All the models were trained for 8,000 steps to make a fair comparison. At the 
end of the training process, the SSD MobileNet V2, EfficientDet D0, SSD ResNet50 V1 
FPN, and CentreNet Resnet50 V2 each have a learning rate of 0.07696, 0.07993, 
0.03365, and 1.00E-03 respectively. 

The SSD ResNet50 V1 FPN has the least value of training classification at 0.2387, 
while SSD MobileNet V2 has a classification loss of 0.2495. EfficientDet D0 starts 
training with a classification loss of approximately 1.079 and ends with a value of 
0.2861. EfficientDet D0 has the least value of approximately 0.00859 for localisation 
loss. This is attributed to the BiFPN backbone of EfficientDet architecture which 
improves the accuracy of the predicted bounding box of a target object. 

The SSD MobileNet V2 model has a regularisation loss value of 0.09284 while that 
of EfficientDet D0 is 0.03271. The highest regularisation loss was recorded for SSD 
ResNet50 V1 FPN with a value of 0.1326. 

Moreover, the SSD MobileNet V2, EfficientDet D0, SSD ResNet50 V1 FPN, and 
CentreNet Resnet50 V1 have a total loss of 0.4701, 0.3274, 0.6563, and 2.679 
respectively. The higher value of total loss for CentreNet Resnet50 V1 is attributed to the 
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higher value of object centre loss compared to the loss of box offset and box scale as 
shown in Figure 20. The CentreNet Resnet50 V2 has a loss value of 1.577, 0.4497, and 
0.6523 for the object centre, box offset, and box scale respectively. 

5.3.6 Training and validation of total loss 
Table 10 shows the training and validation total loss of SSD MobileNet V2, EfficientDet 
D0, and SSD Resnet50 V1 FPN models on individual classes. The SSD MobileNet V2 
model has a validation total loss of 0.79226, 1.41879, and 1.20369 for the black pod, 
swollen shoot, and healthy classes respectively. The validation total loss for each class is 
over 0.5 higher than the training total loss which indicates overfitting. 

For swollen shoot disease, EfficientDet D0 has a value of 0.2897 and 0.36138 
respectively for training and validation total loss. In the case of healthy and black pod 
classes, EfficientDet D0 converges at a value of approximately 0.36 for both training and 
validation total loss. EfficientDet D0 does not show overfitting or underfitting in the 
detection of each class. 

On the other hand, the training and validation total loss of SSD Resnet50 V1 FPN is 
approximately 0.65 for the swollen shoot. The validation total loss is slightly lower than 
the training total loss, indicating underfitting in the Black pod class. In the healthy class, 
the validation total loss is slightly higher than the training total loss, which indicates that 
the model does not experience overfitting or underfitting issues. 

Table 11 illustrates the training and validation loss of CentreNet Resnet50 V2 in 
individual classes and overall classes. The model experience overfitting except in the 
healthy class which has the value of 3.24173 and 3.104 for validation and training total 
loss. In the black pod, swollen shoot, and overall classes, the difference in the validation 
and training loss is more than 0.4. From our result, we deduce that CentreNet Resnet50 
V2 does not generalise well with the testing data, and hence requires more training steps 
and data. 

Table 12 shows the training and validation loss of SSD MobileNet V2, EfficientDet 
D0, and SSD Resnet50 V1 FPN models on overall classes. The validation total loss for 
EfficientDet D0 is slightly higher than its training total loss at a value of 0.37007. The 
training and validation loss of SSD Resnet50 V1 FPN has a value of approximately 0.65. 
Both EfficientDet D0 and SSD Resnet50 V1 FPN did not overfit or underfit the training 
data. On the other hand, the SSD MobileNet V2 has a training total loss of 0.4701 and a 
higher validation total loss of 1.16025. 

6 Conclusions 

In this section, we conclude the paper with discussions on the undeniable need to address 
the issue of cocoa production yield losses with the use of modern tools such as 
smartphones and ML. This need is highlighted by the rate at which the major cocoa 
production zones (across Africa and Latin America) are experiencing cocoa pod 
infestation due to black pod and swollen shoot diseases. 
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6.1 Discussion of results 

In this work, we demonstrated that mobile technology and deep learning can be employed 
to automatically diagnose cocoa pod infestations. Specifically, we focused on the 
detection of swollen shoot and black pod diseases – the two most prevalent diseases that 
affect cocoa production. Like the situation in other jurisdictions, some farmers (especially 
the younger demographic) find it harder to identify crop diseases, particularly if the 
diseases are symptomatically similar. There could also be logistical challenges and bad 
road conditions linking cocoa farming communities can become unmotorable, thereby 
delaying how often farmers could be assisted with plant disease diagnosis. It is therefore 
our position that most of these challenges could be overcome with a successful 
deployment of an automated cocoa infestation and disease diagnosis tool such as a 
smartphone application with a ML capability. 

Though cocoa disease detection is an understudied area, we could learn from existing 
literature. Thus, we designed and develop the Cocoa Companion application which 
enables cocoa farmers to take a picture of an infested pod and upload the picture for 
automatic disease detection and diagnosis. The diagnosis is done on a back-end cloud 
server and the result is returned to the mobile endpoint. This process is done in a soft-
real-time when there is stable network connectivity. In case of connectivity loss, the 
application stores the photo on the local device until connectivity is restored. 

With regards to the ML technique, we employed the deep CNN with the following 
four models – SSD MobileNet V2, EfficientDet D0, CentreNet Resnet50 V2, and SSD 
Resnet50 V1 FPN. Then three classes are trained consisting of black pod, swollen shoot, 
and healthy cocoa. 

SSD MobileNet V2 was the best-generalised model for detecting new samples. The 
model achieved the highest confidence score of 88% when predicting Black Pod disease 
as shown in Table 9. The SSD MobileNet V2 has the least model size of 284.6 MB and 
an inference time of 4.2 ms on GPU. It outperforms the other implemented models in 
detection speed but had the lowest AP. This unique performance is attributed to the 
depthwise separable convolution which reduces computation. In addition, the use of input 
image resolution and width multiplier hyperparameters improves the performance of the 
SSD MobileNet V2 model. Also, the SSD Resnet50 V1 FPN model achieved the highest 
mAP and infers images in 23 ms. It is a deeper model and hence will have a higher AP 
and inference latency. The EfficientDet D0 model had an impressive performance with a 
confidence score of above 50% in detecting all cocoa classes and inferring images in 9.4 
ms. Moreover, the CentreNet Resnet50 V2 model performed slightly better than the SSD 
MobileNet V2 model, however, it failed to detect some classes of cocoa. 

We optimised two models, the SSD MobileNet V2 and EfficientDet D0, for the 
detection of cocoa diseases on smartphones. These models have the fastest inference 
latency compared to the other models, hence appropriate for use in the real world. Also, 
the SSD MobileNet V2 limits the number of parameters and does fewer calculations, 
therefore can run efficiently on mobile devices. The EfficientDet D0 employs model 
scaling to obtain better accuracy of predictions. 

We used the MS COCO dataset evaluation metrics to comprehensively evaluate the 
performance of models on our cocoa dataset. The SSD MobileNet V2, EfficientDet D0, 
CentreNet Resnet50 V2, and SSD Resnet50 V1 FPN achieved an AP of 20.2%, 33.6%, 
29.5%, and 34.3% respectively on COCO 2017 dataset (Kasper-Eulaers et al., 2021). 
Most researchers working in plant disease detection use the IoU threshold of 0.50 to 
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determine the mAP of the models. This is equivalent to our APIoU = 0.50 metric. Magalhães 
et al. (2021) evaluated SSD and YOLO models for the detection of tomatoes in a 
greenhouse using the Pascal VOC challenge metrics. The SSD MobileNet V2 achieved 
an mAP of 51.46%, which is similar to our results 

Also, Yan et al. (2021) proposed a lightweight apple detection for picking robots 
using improved YOLOv5. The authors compared their work with the EfficientDet D0 
network. At a confidence threshold of 0.5, the EfficientDet D0 obtained an mAP of 80%. 
In comparison to our work, the SSD MobileNet V2 and EfficientDet D0 reached an mAP 
of 71.7% and 81% at the IoU threshold of 0.50 as shown in Table 6. Our results in this 
study showed that object detection models developed through transfer learning can 
accurately detect cocoa diseases. 

It is important to note however that most of the works found in the area of automatic 
plant disease diagnosis using ML rely on classification techniques. This is why the basic 
metrics used in their reporting are accuracy, epochs, precision, recall, and F1-score. Our 
work on the other hand is based on the object detection technique (i.e., the combination 
of classification and localisation). Thus, the basic reporting metrics are the mAP, AP, 
AR, and steps. 

The work can be extended to make disease identification in other plants much easier 
and more efficient based on object detection techniques. This is a huge deviation from the 
traditional classification technique that has been used in the past but with several 
limitations. Our results could be used as a benchmark to improve the object detection 
technique. Moreover, our dataset will be made available publicly for use by other 
researchers who may be interested in cocoa disease detection.  

6.2 Limitations 

Our experimental results proved that deep learning models can detect cocoa diseases. 
However, due to low image quality and insufficient data augmentation techniques used, 
the performance of the models could be limited. There were instances of overfitting and 
generalisation in some models due to less quantity of data to represent classes of disease. 
Moreover, the annotation of images was done by one annotator, which could lead to 
fewer variations and the possibility of bias in the labeling of images. 

It is however important to state that the limitations observed in this work have also 
been experienced in prior works as highlighted in Table 1. 

6.3 Future works 

The immediate next phase of this project collaboration is to do field training in the 
Summer of 2023 for the cocoa farmers in Ghana. Educational Workshops will be 
organised in collaboration with the Ghana COCOBOD (the main government agency 
responsible for the management of cocoa affairs) for farmers in Ghana. The research 
team will perform usability training on a mass scale in the following cocoa-producing 
regions in Ghana – Volta, Eastern, Western, and Ashanti. The educational workshop will 
highlight the usefulness, need for adoption, and affordances of the smartphone app. This 
training will be extended later to Côte d’Ivoire. 

Furthermore, as reported earlier, this paper focused on cocoa disease detection using 
deep learning. Object detection is the combination of classification and localisation 
techniques. The future technical exploration of this work will consider cocoa disease 
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diagnosis using classification techniques and transfer learning. In this case, there is a 
need to upgrade the quantity and quality of the diseased cocoa image database. Then, the 
performance of the future classification technique can be compared to that of the current 
detection technique. 

Moreover, due to the deployment of an architecture that detects black pod and 
swollen shoot diseases successfully with commendable precision, the future upgrade can 
include other disease classes such as caterpillar infection, etc. This step is currently under 
full consideration. The images needed are already available and the augmentation process 
has been completed. 

Figures, Tables and the Appendix are available on request by emailing the corresponding 
author. 
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