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Abstract: There are many multi-criteria methods for ranking and classifying 
customers, but it is difficult to determine which, if any, ranking method is the 
best. In this paper, we propose an application that uses several ranking 
methods, is easy to implement and retrieves ranking criteria values from the 
customer relationship management system. Because each ranking method can 
yield a different ranking for each customer, we suggest giving each ranking 
method the same weight so that each customer’s final ranking will be 
determined by the average of the ranks obtained from all the ranking methods. 
A unique result of the proposed application is the possibility of calculating the 
variance of the rank for each customer and the confidence intervals. The 
applicability of the proposed method was demonstrated in a real case study 
with nine ranking methods; IPython codes of five of those methods are 
available herein. 
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1 Introduction 

Customers are important business enterprise assets; they should be valued and managed 
(Gupta and Lehmann, 2003). Many companies value customers as part of their 
management activities to obtain the full benefit from their customers. Attracting 
customers, retaining existing customers, and satisfying customers by meeting their needs 
have become a challenge for many organisations (Keramati et al., 2012). Customers are 
usually different, so when customers are assessed, marketers look to Pareto Law which 
states that 80% of the profit is obtained from the 20% of the customers and 80% of the 
expenses are produced by the 20% of problematic customers (Kim et al., 2006). 

Customers must be ranked and segmented to identify the best and worst among them. 
The difficulty is to find an appropriate ranking method that will distinguish the customers 
from each other, especially because customer ranking should be done according to  
multi-criteria ranking methods. In the literature, there are many ranking methods in which 
the relative scores of the customers can be calculated and, accordingly, the customers can 
be ranked. For example, an overview of customer ranking methods and their division into 
segments can be found in Hadad and Keren (2022). Beyond the difficulty in selecting the 
appropriate criteria (inputs and outputs) for ranking, each ranking method can yield 
different scores for each customer. As a result, each method can also yield a different 
ranking of the customers. As shown herein, some customers were ranked differently by 
each ranking method. This phenomenon will be presented later in a case study where 
customers were ranked according to nine different ranking methods. 

This paper proposes a ranking procedure to help managers rank their customers. 
Moreover, if a firm already applies a specific ranking method, the proposed procedure 
evaluates the current ranking method’s quality and reliability. The proposed procedure is 
a solution for the problem of inconsistency in ranking customers via several multi-criteria 
ranking methods. As mentioned, there are many methods for ranking and classifying 
customers, each has advantages and drawbacks, and each may yield a different rank, so it 
is difficult for decision-makers to adopt one agreed-upon ranking method. For example, 
ranking methods based on data mining and artificial intelligence require a large database 
with many customers and considerable activity (Nazari et al., 2020). Other ranking 
methods require unique software and a professional team to analyse the outputs and 
update the method from time to time for their development and ongoing operation, tasks 
that can be complex and expensive for small and medium-sized enterprises. 

This paper presents several common multi-criteria ranking methods that are simple to 
implement, need only basic software tools such as Excel, and retrieve the values of the 
criteria for the ranking directly from the customer relationship management (CRM) 
system. Since each ranking method can yield a different ranking for each customer, our 
solution is to give each ranking method the same weight. With this equal-weight ranking 
method, the final ranking of each customer will be the average of the ranks that the 
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customer obtained from all the selected ranking methods. Equal-weight method ranking 
also enables us to calculate the standard deviation and the confidence intervals of the rank 
of each customer. The confidence interval makes it possible to examine statistically the 
reliability of the ranks and the subjective assessments given to customers by the 
marketing team. 

Ranking customers using only one ranking method may cause some customers to be 
incorrectly ranked. Therefore, we think using several well-known and proven methods 
for customer ranking is the preferred solution. This approach reduces the risk of a very 
wrong rank to some customers due to applying one inappropriate ranking method. The 
proposed procedure suggests using several ranking methods (at least five), relatively 
simple and easy to implement, where the data for their operation (inputs and outputs-
criteria) is taken from the CRM system. After calculating the customers’ scores of one 
ranking method, the rank of each customer according to this ranking method is 
determined. A similar procedure is applied to all the ranking methods, so at the end, each 
customer will have several ranks, one of each ranking method. The average of the ranks 
will determine the customer’s final rank in each ranking method. Moreover, we also 
propose considering a different relative weight to each ranking method, based on the 
correlation coefficients among the results of all the ranking methods. Because each 
customer has several ranks, each obtained from another ranking method, one can 
calculate the standard deviation and the confidence interval of the average rank of each 
customer as a measure of the confidence of the final rank. 

The rest of the paper is as follows: Section 2 presents a literature review; Section 3 
describes the proposed ranking method; Section 4 presents in detail the ranking methods 
that were used; Section 5 is a case study; Section 6 concludes the paper. 

2 Literature review 

Companies are changing their business strategies from product-oriented strategies to 
customer-oriented strategies. Allotting marketing resources to customers optimally is 
necessary to rank the customers and find the best and the worst (Noorizadeh et al., 2013). 
This optimal distribution of marketing resources allows organisations to achieve a higher 
return on invested capital, gain more customers and take advantage of opportunities by 
understanding customer needs (Nikumanesh and Albadvi, 2014). 

An essential instrument for customer control is the organisation’s CRM system, a 
robust tool for managing the customers’ data and supporting effective customer 
interaction. A CRM system can improve the overall performance of an organisation and 
is essential to its success, especially with significant changes in customer behaviours 
(Vogt, 2011). The CRM system is mainly used to optimise customer loyalty and extend 
the customer life cycle (El Essawi and El Aziz, 2012). A CRM system monitors an 
organisation’s relationship with its customers to guarantee that the business activity with 
the customer is organised, efficient, synchronised, and productive (Lambert and Enz, 
2017). 

Many companies and organisations provide services and products to customers at 
various levels. Making a difference for different customers using a ranking approach is 
done to achieve different goals (Sajjadi et al., 2015). Customer ranking and segmentation 
are increasingly significant issues in the competitive commercial field (Hruschka, 1986). 
Customer evaluation and ranking have several purposes. Hadad and Keren (2022) 
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surveyed a group of managers from different industrial organisations. Responses from the 
managers showed overlapping, which indicates that most had multiple concerns. For 
example, 87% of the managers stated that the goal of customer ranking is to identify 
problematic customers in order to improve their performance or get rid of them. 
Expressing a different focus, 31% of the managers stated that the goal is to identify the 
best customers in order to retain them. Viewing the CRM system as a whole, 15% stated 
that a customer-ranking model must allow examination of the correlation between the 
ranking and the level of satisfaction of each customer. 

Customer ranking according to several criteria (outputs and inputs) usually results in 
a multiple criteria decision analysis (MCDA) or a multiple criteria decision making 
(MCDM). The use of MCDA focuses on designing mathematical and computational tools 
to support the subjective evaluation of a finite number of alternatives under a finite 
number of performance criteria. In an MCDM problem, a variety of alternatives (in our 
case, customers) are evaluated according to several criteria that characterise these 
alternatives to choose the best alternative (Rezaei, 2016). 

Determining the appropriate criteria for ranking alternatives and classifications of 
each criterion as input or output is an important issue for MDCA. The selection of a 
different set of criteria may lead to different rankings and evaluations of the same 
customer. Widely applied criteria for customer evaluation are recency, frequency, and 
monetary (RFM), which have been used in many practical areas, particularly in 
marketing. By adopting an RFM model, decision-makers can effectively identify valuable 
customers and develop an effective marketing strategy. For more details about RFM 
models, see the survey by Jo-Ting et al. (2010). 

Another critical issue for evaluating alternatives is determining the relative weight of 
each criterion. Different decision-makers may evaluate the importance (weight) of the 
criteria in different ways. Thus, the best alternative is subject to decision-makers’ 
preferences (Mi et al., 2019). Pamučar et al. (2018) point out that determining criteria 
weights is one of the main problems of multi-criteria analysis models. Choosing an 
appropriate method for determining criteria weights is extremely important because the 
weights greatly influence the results (customer ranking in our case). The criteria weights 
depend significantly on the method used to set the weights. There is no agreement about 
the best method for determining criteria weights, and there is no agreement on how to 
determine the ‘correct’ set of weights. 

Zavadskas et al. (2016) point out that the models for determining the criteria weights 
can be classified into subjective and objective models. Subjective approaches reflect the 
subjective opinion and intuition of the decision-maker. With such an approach, the 
decision-maker directly influences the results of the decision-making process. This 
influence is inescapable because the criteria weights are determined based on the 
information received from the decision-maker or the experts involved in the  
decision-making process. Objective approaches focus on determining the weight of 
criteria based on the information in a decision-making matrix that applies certain 
mathematical models. However, there is an understanding that weights calculated by 
applying certain methods are more accurate than the weights obtained by the judgment of 
experts (Pamučar et al., 2018). One of the methods for determining the relative weight is 
based on pairwise comparison. A pairwise comparison is a base of the analytic hierarchy 
process (AHP) (Saaty, 1980), a widely-applied method for ranking alternatives. In this 
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method, decision-makers compare each criterion with the other criteria to determine the 
preference level for each pair. 

Methods incorporating MCDA have received much attention from researchers and 
practitioners in evaluating, assessing, and ranking alternatives across diverse industries 
(Behzadian et al., 2012). Numerous methods have been proposed for ranking alternatives 
according to multiple criteria. For example, Velasquez and Hester (2013) surveyed a 
number of MCDM methods, including: 

1 multi-attribute utility theory 

2 AHP 

3 fuzzy set theory 

4 case-based reasoning 

5 data envelopment analysis (DEA) 

6 simple multi-attribute ranking technique 

7 goal programming 

8 ELECTRE 

9 PROMETHEE 

10 simple additive weighting 

11 technique for order of preference by similarity to ideal solution. 

The availability of many different MCDA methods emphasises the major problem of the 
MCDA: each method may produce different results for the same problem and the same 
dataset (Hadad and Hanani, 2011; Karim and Karmaker, 2016). Furthermore, in many 
ranking methods, adding or removing a customer from the evaluation group can change 
the internal rank of the customers. This phenomenon is called ‘a preference reversal’ 
(Lichtenstein and Slovic, 1971, 1973). 

Ranking methods can also be classified into the following types: 

1 Methods in the DEA context with common or non-common weights. In these 
ranking methods, the weight of each criterion is determined objectively 
(mathematically). A survey of these ranking methods can be found in Hadad and 
Hanani (2011) and Adler et al. (2002). 

2 Subjective methods in which the weight of each criterion is determined subjectively 
by the decision-makers. The most known method is the AHP. A survey of subjective 
ranking methods can be found in Hadad and Hanani (2011). 

3 Methods based on the shortest distance from the best or the ideal solution. These 
methods indicate the best alternative with the shortest distance from the positive 
ideal solution and the farthest from the negative ideal solution (Benitez et al., 2007). 
For example, a positive ideal solution maximises the profit criteria and minimises the 
cost criteria, while a negative ideal solution minimises the profit criteria and 
maximises the cost criteria (Karim and Karmaker, 2016). 

4 Ranking methods that combine several different ranking methods. For example, a 
model that combines AHP and DEA (Sinuany-Stern et al., 2000) and the technique 
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for order preference by similarity to ideal solution (TOPSIS), developed by Yoon 
and Hwang (1985) and improved by Singaravel and Selvaraj (2015) is a model that 
combines AHP and the shortest distance concept. This paper will present five 
methods that combine shortest distance-based methods and AHP. 

DEA is one of the most common methods used to determine the efficiency of  
decision-making units (Charnes et al., 1978). The DEA is a systematic approach where 
the criteria weights are determined objectively as a part of the method. The DEA method 
converts a nonlinear ratio measure of efficiency into a linear programming problem. As a 
result, decision-making units (in our case customers) could be assessed on the basis of 
multiple inputs and outputs, even if the production function is unknown. A focused DEA 
can be used to evaluate the performance of customers and for ranking (Izadikhah and 
Farzipoor Saen, 2020). The application of the DEA method enables each customer to 
have its own production function and then to estimate the efficiency of that individual 
customer by comparing it with the efficiency of the other customers in the dataset. The 
DEA classifies the customers into two groups: efficient, with an efficiency score of 
100%, and inefficient, with an efficiency score of less than 100%. This classification 
separation is a strength and a weakness of the standard DEA model because, while it lets 
DEA assess the efficiency of each dataset, it does not have the power to obtain a full 
ranking of all the customers (Aldamak and Zolfaghari, 2017). Suppose the  
decision-makers are interested in a full ranking of the customers, beyond the 
dichotomous classification (efficient and inefficient). In that case, the standard DEA 
method is not applicable, and ranking methods must be used (Adler et al., 2002). 

The interest in customer evaluation, segmentation, and ranking has remained high in 
the scientific literature. By using new and updated methods for customer evaluation, 
marketing managers can more effectively target the most valuable customers, and reduce 
the costs due to wrongly targeted valuable clients. Here are several examples of these 
topics. Christy et al. (2021) performed an RFM analysis on the customer data and then 
extends it to clusters using traditional K-means and fuzzy C-means algorithms, with a 
novel idea for choosing the initial centroids in K-means. Djurisic et al. (2020) proposed a 
predictive approach to segmenting credit card users, based on their value to the bank. 
Their approach combines RFM, clustering using the K-means method, and predictive 
classification by the support vector machine method. Rogić and Kašćelan (2021) 
proposed a class-balancing approach based on support vector machine-rule extraction and 
ensemble learning. Their approach allows for rule extraction, which can describe and 
explain different customer segments. Nie et al. (2021) developed a method to classify 
customers according to their value to an organisation. The initial step of their method is 
to construct a full customer history and extract a feature set suited to customer lifetime 
value calculations. Singh et al. (2020) proposed customer segmentation based on 
demographic properties like gender, age, and spending score and analysed the dataset for 
interesting facts. The derived attribute dataset was used to classify each customer into 
several classes. Alaswad et al. (2021) categorised customers based on their buying 
patterns taking into account the loyalty score, which was calculated using the RFM 
model. After performing the categorisation process, several models are trained and used 
to predict the cluster of customers. 

In the next section, we will present our proposed ranking model based on scores 
obtained from several known ranking methods. After that, we will survey nine known 
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objective ranking methods, simple and easy to implement, used in our model to rank the 
customers. These nine methods were adjusted to the scenario of customer ranking. 

3 The proposed model 

In this section, we present the proposed model for ranking customers. The model is based 
on several multi-criteria ranking methods that objectively calculate customers’ relative 
scores. Ranking the customers according to the scores of one ranking method generates a 
full rank of the customers according to this ranking method. The value of each criterion 
of each customer can be retrieved from the CRM system with, perhaps, some necessary 
calculations. The criteria values should be retrieved and calculated periodically, at the 
appropriate frequencies, taking into account changes in the business environment and 
customers’ behaviour. Periodically running the model enables the examination of 
changes in the relative ranking and evaluation of the results of organisational efforts 
given to the customers. 

3.1 The steps of the proposed model 

The steps of the proposed mode are executed as follows: 

Step 1 Define the period for collecting value criteria (month, quarter, and year) and 
define the customers to be ranked. The selection of the customers to be 
evaluated and ranked is significant because adding or removing a customer can 
change the scores of other customers and their internal ranking. This 
phenomenon of rank reversal exists in many multi-criteria ranking methods. A 
survey about rank reversal can be found in a review paper by Aires and Ferreira 
(2018). 

Step 2 Define the criteria for ranking the customers. Choose objective criteria whose 
values can be retrieved from the CRM system. Classify the criteria into two 
groups, outputs and inputs. The criteria should not exceed 1/3 of the number of 
customers (Banker et al., 1984). 

Step 3 Choose several ranking methods for evaluating and ranking the customers. We 
recommend selecting simple, objective, and known ranking methods that can be 
applied in any enterprise. Later in this section, we will present several ranking 
methods we applied in our case study. 

Step 4 According to the first selected ranking method, l = 1 calculate the score of each 
customer S1,j j = 1, …, n. Then, rank all the customers in descending order 
according to these scores (where customer K with the maximum score 

1,{ }j
j

Max S  will be ranked first (R1,K = 1), and customer T with the minimum 

score 1,{ }j
j

Min S  will be ranked last (R1,T = n). Do this step for all the selected 

ranking methods l (l = 1, …, L). At the end of this step, each customer will have 
l rank values R1,j, …, RL,j. 
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Step 5 Calculate the average ranking of each customer [equation (1)] 

,
1  1, 2, , .== =




L

l j
l

j

R
R j n

L
 (1) 

Then, rank all the customers according to their average ranking in increasing 
order (where customer K with the minimum average ranking { }j

j
Min R  will be 

ranked first (RK = 1), and customer T with the maximum average ranking 
{ }j

j
Max R  will be ranked last (RK = n). 

Step 6 Calculate the confidence interval of the average rank jR  for all customers based 
on the L values of the rank R1,j, …, RL,j of each customer. After calculating the 
average score jR  and the standard deviation σj by the L values of customers’ 
rank, j, the confidence interval is calculated according to equation (2). 

2 2 ,
× ×

− < < +j j
j j j

t σ t σ
R R R

L L
α α  (2) 

where tα/2 is the value of the t distribution with v = L – 1 degrees of freedom, 
leaving an area α/2 to the right. The confidence interval gives lower and upper 
bounds for each customer’s rank range. 

Another proposed possibility for ranking the customers is using a weighted 
average instead of a simple one. In this possibility, the rank of each customer 
will be calculated as shown in equation (3), 

,
1

1, 2, , ,
=

= × = 
L

j l l j
l

R W R j n  (3) 

where Wl is the weight of the ranking method l. 

Denote the correlation coefficient between the ranking method and the ranking 
method. We propose that the weights will be calculated according to the 
correlation coefficient among the ranking methods. The weight Wl is calculated 
by equation (4) as follows: 

,

,
1

1, , .≠

= ≠

= =





l k
l k

l L

l k
l l k

ρ
W l L

ρ
 (4) 

The assumption is that a ranking method with a low sum of correlation 
coefficients has biased results compared to the other ranking methods. 
Therefore, giving a ranking method with extreme results a lower weight in 
determining the final ranking may be better. 
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4 Ranking methods that were used 

In this subsection, we will present several common ranking methods that we will use for 
customer ranking in our case study. These ranking methods can be classified into two 
types: ranking methods in the context of the DEA [super efficiency (SE), discriminant 
DEA (DR/DEA) of ratios, canonical correlation analysis (CCA), global efficiency (GE) 
and ranking methods that are based on the shortest distance from a best or an ideal 
solution]. These shortest-distance methods use the AHP process to evaluate distances 
from an average solution. These methods, that almost all of which include AHP as part of 
their abbreviation, include the TOPSIS, the multi-criteria optimisation and compromise 
solution (VIKOR), the complex proportional assessment (COPRAS) method, the stable 
preference ordering towards ideal solution SPOTIS method, and the evaluation based on 
distance from average solution (EDAS) method. 

4.1 Super efficiency 

Consider n customers that should be ranked, where each customer is characterised by 
multiple inputs and outputs (criteria). Each customer j (j = 1, 2, …, n) uses m types of 
inputs Xj = (x1,j, …, xm,j) > 0 that are needed for producing s types of outputs Yj = (y1,j, y2,j, 
…, ys,j) > 0. The relative efficiency of customer k is defined as the ratio of the total 
weighted output to the total weighted input, as given in equation (5). 

,
1

,
1

=

=

=




s
k
r r k

r
k m

k
i ki

i

u y
h

v x
 (5) 

The weights k
ru  (r = 1, 2, …, s) and k

iv  (i = 1, 2, …, m), are non-negative. The weights 
are calculated for each customer, separately, so each customer has individual weights for 
the criteria. For each customer k, the DEA calculates the optimal weight for each input 

k
iv  (i = 1, 2, …, m) and each output k

ru  (r = 1, 2, …, s), to maximise relative efficiency 
hk, subject to that hj ≤ 1, j = 1, …, n. Equation (5) can be translated into a linear 

programming problem by adding the constraint ,
1

1,
m

k
i ki

i

v x
=

=  as proposed by Charnes  

et al. (1978), which can be easily solved. The weights are calculated separately for each 
customer, so each customer has individual weights for the criteria. 

One of the drawbacks of DEA is that it does not rank the efficient customers because 
they all have scores of 1. To overcome this drawback, Andersen and Petersen (1993) 
suggested allowing efficient customers to receive a score greater than one by dropping 
the constraint that bounds the score of the evaluated customer to 1. The linear 
programming problem of Andersen and Petersen for calculating the score Sk of customer 
k is formulated as follows: 
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,
1

,
1

, ,
1 1

max

Subject to :

1

0  for 1, 2, ,  

for 1, 2, , .
for 1, 2, , .

=

=

= =

=

=

− ≤ = ≠

≥ =
≥ =





  




s
k

k r r k
r

m
k

r ki
i
s m

k k
r r j r ji

r i
k
r

k
i

S u y

v x

u y v x j n j k

u ε r s
v ε i m

 (6) 

The value of ε is a specific bound on the weights. 

4.2 DR/DEA of ratios 

Sinuany-Stern and Friedman (1988) developed a method that provides the best common 
weights for given inputs and outputs for all the customers. Their method discriminates 
optimally between efficient and inefficient customers as obtained by the DEA, which 
enables ranking all the customers on the same scale. This method, called DR/DEA, works 
through DR/DEA of ratios. The procedure begins with DEA, which generates two 
groups, efficient and inefficient customers. For each customer, the ratio 

, ,
1 1

s m

j r r j i i j
r i

T u Y v X
= =

= × ×   is calculated with arbitrary initial weights. Then, the 

arithmetic means of the ratio score of the efficient group 1( )T  and inefficient group 2( )T  

are calculated 
1

1

1

1 2
1 1

, ,
n n

j j
j j n

T T n T T n
= = +

= =   where n1 and n2 are the respective 

numbers of efficient and inefficient customers in the DEA model. 
The between-group variance SSB(T) is calculated as follows: 

2 2
1 1 2 2( ) ( ) ( ) ,BSS T n T T n T T= − + −  and the within-group variance SSW(T) is calculated as 

follows: 
1 2

1

2 2
1 2

1 1

( ) ( ) ( ) .
n n

W j j
j j n

SS T T T T T
= = +

= − + −   The objective function is to find 

common weights, as shown in equation (7), ur (r = 1, 2, …, s) and vi (i = 1, 2, …, m) that 
maximise the ratio between SSB(T) and SSW(T), namely: 

,

( )max ,
( )

=
r i

B

u v W

SS Tλ
SS T

 (7) 

and customer j’s score is calculated as shown in equation (8): 

,
1

,
1

, 1, , .=

=

×
= =

×






s

r r j
r

j m

i i j
i

u Y
S j n

v X
 (8) 
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For more details, see Sinuany-Stern and Friedman (1988). 

4.3 Canonical correlation analysis 

The CCA determines two vectors of coefficients, weights of inputs vi (i = 1, 2, …, m), 
and weights of outputs ur (r = 1, 2, …, s). The values of the weights maximise the 

correlation between the weighted output ,
1

,
s

j r r j
r

O u Y
=

= ×  and the weighted input 

,
1

m
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= ×  over all the customers (for more details, see Tatsuoka and Lohnes, 

1988). Friedman and Sinuany-Stern (1997) developed the CCA into a ranking method. 
Their idea was that after obtaining the weights that maximise the correlation, customer j’s 
score would be calculated by the same concept of equation (8). 

4.4 Global efficiency 

Ganley and Cubbin (1992) developed GE, a method that provides the best common 
weights for all the given inputs and outputs criteria. The weights of inputs vi (i = 1, 2, …, 

m) and outputs ur (r = 1, 2, …, s) are common weights that maximise the sum 
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calculated by the following optimisation problem presented as Equation (9).  
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The optimal Sj obtained by equation (9) is the score of customer j. 

4.5 Technique for order preference by similarity to ideal solution 

The TOPSIS was developed by Yoon and Hwang (1985). This technique determines the 
best alternative that simultaneously has the shortest distance from the positive ideal 
solution and the farthest distance from the negative ideal solution. The TOPSIS method is 
one of the most widely used multi-criteria decision analysis methods, as discussed, for 
example, by Behzadian et al. (2012), Ferreira et al. (2018) and de Farias Aires and 
Ferreira (2019). Our TOPSIS version, adjusted for customer ranking, is determined 
through the following procedure: 
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Step 1 Construct the criteria matrix P. 

Let xi,j the value of input i (i = 1, …, m) and yr,j the value of output r (r = 1, …, 
s) both of customer j (j = 1, …, n). Let us define an input-output values matrix P 
of all the criteria, for all the customers, with the element Pj,k j = 1, …, n, k = 1, 
…, m + s, as shown in equation (10). 
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Step 2 Normalise the matrix P and construct the matrix Q. 

An element qj,k of matrix Q is calculated according to equation (11). 

,
,

2
,

1 1

,
+

= =

=


j k

j k
m s n

p j k
k j

p
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Step 3 Evaluate the weight of each criterion, (wk k = 1, …, m + s). 

To use this ranking method, the weight of each criterion must be determined in 
advance. Several approaches can determine the weights. For example, 

1 the same weight to all the criteria 

2 weights that are determined subjectively by decision-makers 

3 weights that are determined according to AHP. 

This paper used the AHP approach for all the shortest-distance-based methods. 

Step 4 Construct the weighted normalised matrix L by multiplying the weights. 

An element of the matrix L is calculated according to equation (12). 

, ,  1, , , 1, , .= × = = + j k k j kl w q j n k m s  (12) 

Step 5 Determine the positive and negative solutions for each input and output, 
according to equation (13).  
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Step 6 Calculate each customer’s separation measures (positive and negative) 
according to equation (14). 
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Step 7 Calculate the relative closeness coefficient to the ideal solution of each customer 
according to equation (15). 
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d d
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The value Sj obtained by equation (15) is customer j’s score. 

4.6 Multi-criteria optimisation and compromise solution 

The VIKOR compromise-ranking algorithm, translated to English from the original 
Serbian (Opricovic, 1998; Opricovic and Tzeng, 2004), has the following steps: 

Step 1 Use equation (16) to determine the best *
kf  and the worst kf −  values of all the 

criterion functions, where k = 1, …, m + s are the criteria, and j = 1, …, n are the 
customers. 

{ } { }
{ } { }
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* th
, ,

max ,  min , if the function is an output;

min ,  max , if the function is an input.
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 (16) 

Step 2 Evaluate each criterion’s weight, with the weights’ values calculated using AHP. 

Step 3 Compute for each customer the values Dj and Rj, j = 1, …, n, using the following 
equation (17): 
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 (17) 

Step 4 Compute the score Sj, j = 1, …, n, of each customer by the following  
equation (18): 

( ) ( ) ( ) ( )* * * *(1 ) ,j j jS v D D D D v R R R R− −= − − + − − −  (18) 

where * *min{ }, max{ }, min{ }, max{ },j j j j
j jj j

D D D D R R R R− −= = = =  v is the 

weight for the strategy of maximum group utility, and (1 – v) is the weight of the 
regret. Note that, generally, by consensus v = 0.5 (Opricovic and Tzeng, 2007). 

The value Sj obtained by equation (18) is customer j’s score. 

4.7 Complex proportional assessment 

The COPRAS method was introduced by Zavadskas et al. (1994) and included the 
following steps: 
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Step 1 Construct an input-output values matrix P as described in equation (10). 

Step 2 Normalise matrix P. An element ,j kp  is calculated according to equation (19).  

,
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   (19) 

Step 3 Evaluate the weight of each criterion wk k = 1, …, m + s (using AHP) and 
calculate the weighted normalised matrix L  where weighted normalised values 

,ˆ j kp  are calculated according to equation (20). 

, ,ˆ 1, , , 1, , .j k k j kp w p j n k m s= × = = +   (20) 

Step 4 Sum the normalised-weighted values of the outputs (where higher values are 
preferable) and name pj for each customer j (j = 1, …, n) [see equation (21)]. 

,
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p p k m m s
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= = + +   (21) 

Step 5 Sum the normalised-weighted values of the inputs (where lower values are 
preferable) and name Rj for each customer j (j = 1, …, n) [see equation (22)]. 

,
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Step 6 Calculate the relative weight for each customer according to equation (23). 

( ) ( )min min
1 1 1 1

1 1
n n n n

j j j j j j j j j
j j j j

Q p R R R R R p R R R
= = = =

= + × = +     (23) 

Step 7 Compute the score Sj, j = 1, …, n, of each customer by equation (24): 

{ }
 1, , .

max
j

j
j

j

Q
S j n

Q
= =   (24) 

The value Sj obtained by equation (24) is customer j’s score. 

4.8 Stable preference ordering toward the ideal solution 

The SPOTIS ranking method was introduced by Dezert et al. (2020). The SPOTIS 
method exempts a rank reversal. The method begins with matrix P (9) and has the 
following steps: 

Step 1 Define the minimum and maximum values for the original criteria (inputs and 
outputs) max min,k kp p  (k = 1, …, m + s) The reasonable theoretical minimum and 
maximum bounds are evaluated by expert judgment in any actual application. 
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If a criterion k is an input, then the best ideal solution for this criterion k is 
min ,kp  and if a criterion k is an output, then the best ideal solution is max .kp  

Therefore, the theoretical optimal solution, as shown in equation (25), is: 

( ) ( )* * * min min max max
1 1 1, , , , , , , .m s m m smp p p p p p p+ ++= =    (25) 

In our case study, the minimum (maximum) bound of an input (output) criterion 
was determined as the minimum (maximum) value found at one of the 
customers. 

Step 2 Evaluate the weight of each criterion; the weights express the decision-makers’ 
preference about the relative importance of the criteria or set the weights 
subjectively using AHP, as done in this paper. 

Step 3 For each customer j, j = 1, …, n, compute its normalised distance concerning the 
ideal solution S* for each criterion k. This normalised distance of the 
performance of customer j, j = 1, …, n, from the Ideal solution for criterion K, is 
calculated as shown in equation (26), is: 

*
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j k
k k

p p
d

p p
−

=
−

 (26) 

Step 4 The normalised averaged distance concerning multi-criteria from the ideal 
solution (customer j’s score) is computed as shown in equation (27): 

,
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j k j k
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S w d j n
+

=

= × =   (27) 

The value of Sj obtained by equation (27) is customer j’s score. 

4.9 Evaluation based on distance from average solution 

The EDAS evaluation based on distance from the average solution method was 
introduced by Ghorabaee et al. (2015). The EDAS method has the following steps. 

Step 1 Prepare decision-making matrix P as matrix (9). 

Step 2 Determine the average solution according to all criteria, as shown in  
equation (28): 

,
1 1, , .

n

j k
j

k

p
AV k m sn

== = +


  (28) 

Step 3 Calculate the positive distance from average (PDA) and the negative distance 
from average (NDA) matrixes according to the type of criteria (output and 
input). 

If the kth criterion is output, complete the calculations as shown in equation (29): 
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If the kth criterion is input, complete the calculations as shown in equation (30): 
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Note that PDAj,k and NDAj,k denote the positive and negative distance of the jth 
customer from the average solution in terms of the kth criterion. 

Step 4 Evaluate the weight of each criterion, wk k =1, …, m + s, set the weights 
subjectively using AHP, as done in this paper, and determine the weighted sum 
of PDA and NDA for all the customers as shown in equation (31): 

, ,
1 1

; .
m s m s

j k j k j k j k
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SP w PDA SN w NDA
+ +

= =

= × = ×   (31) 

Step 5 Normalise the values of SP and SN for all the customers as shown in  
equation (32): 

{ } { }; .
max max

j j
j j

j j

SP SN
NSP NSN

SP SN
= =  (32) 

Step 6 Compute the score Sj, j = 1, …, n, of each customer as shown in equation (33): 

( )1 1, , .
2j j jS NSP NSN j n= + =   (33) 

The value of Sj obtained by equation (33) is customer j’s score. 

5 Case study 

To illustrate the proposed method, we use the same data from the 43 customers presented 
by Hadad and Keren (2022). For the convenience of the readers, the tables of criteria and 
the values of these criteria (matrix P) are in Appendix B (Tables B1 and B2). 

Applying DEA [Charnes et al. (1978) model] to outline the inputs and outputs given 
in matrix P (Table B2) yields the scores that are shown in Table 3. The results in Table 1 
show that 22 customers are efficient (Ej = 1) and 21 are inefficient (Ej < 1). 

The weights of the criteria for the ranking methods that need pre-determined weights 
(the shortest distance ranking methods), were determined by the AHP model. Two AHP 
pairwise comparison matrixes were set, one for input criteria and one for output criteria. 
The decision-makers of the plant where the case study was conducted determined the 
values of these matrixes. The inconsistencies of the evaluations in pairwise comparison 
matrixes were 6.24% for the input criteria and 4.64% for the output criteria. The obtained 
AHP weights are in Table 2. 
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Table 1 The DEA efficiency score of each customer 

Customer Ej 
A1 1 
A2 1 
A3 0.1407 
A4 0.9379 
A5 0.8033 
A6 1 
A7 0.5560 
A8 0.9974 
A9 0.5391 
A10 0.8123 
A11 0.8559 
A12 0.9496 
A13 1 
A14 0.4458 
A15 0.5540 
A16 1 
A17 1 
A18 1 
A19 1 
A20 0.4589 
A21 1 
A22 0.5046 
A23 1 
A24 1 
A25 0.9509 
A26 0.4502 
A27 1 
A28 0.5746 
A29 1 
A30 0.9773 
A31 0.5567 
A32 1 
A33 1 
A34 1 
A35 0.0309 
A36 1 
A37 1 
A38 1 
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Table 1 The DEA efficiency score of each customer (continued) 

Customer Ej 
A39 1 
A40 1 
A41 1 
A42 0.8869 
A43 0.8429 

Table 2 Weights of each criterion according to the AHP method 

Input weights  Output weights 

1XW  2XW  3XW  4XW  5XW  6XW   
1YW  2YW  3YW  4YW  

0.0739 0.0262 0.0739 0.3038 0.2184 0.3038  0.2481 0.0896 0.0429 0.6194 

Table 3 Scores of each customer using different ranking methods 

Customer SE DR/ 
DEA 

CCA/ 
DEA GE TOPSIS VICOR COPRAS SPOTIS EDAS 

A1 1.3511 19.0388 0.3857 0.6721 0.6588 0.7274 0.6010 0.7612 0.6871 
A2 2.0022 15.1962 0.3720 0.5735 0.7192 0.8312 0.7280 0.8591 0.7454 
A3 0.1407 8.3756 0.2136 0.3158 0.4230 0.1368 0.3775 0.3762 0.3996 
A4 0.9379 13.2282 0.4419 0.5863 0.4527 0.2648 0.4432 0.5157 0.5272 
A5 0.8033 8.1419 0.3266 0.4171 0.4611 0.2309 0.4171 0.4459 0.4473 
A6 1.5446 30.8235 0.7089 1.0000 0.6303 0.5511 0.6688 0.7721 0.6859 
A7 0.5560 10.2217 0.3487 0.4125 0.5006 0.2628 0.4159 0.4772 0.4819 
A8 0.9974 15.1259 0.3784 0.6371 0.6564 0.7126 0.5641 0.6978 0.6710 
A9 0.5391 11.0556 0.2953 0.4577 0.5441 0.4349 0.4489 0.5044 0.5328 
A10 0.8123 13.9495 0.2930 0.5321 0.5071 0.3416 0.4940 0.5901 0.5661 
A11 0.8559 10.5596 0.2823 0.3353 0.5441 0.3808 0.4455 0.5311 0.5284 
A12 0.9496 14.7875 0.3911 0.6007 0.7344 0.8497 0.6441 0.8057 0.7383 
A13 3.5221 14.9868 0.5938 0.4934 0.3002 0.0198 0.5203 0.5000 0.2778 
A14 0.4458 8.0129 0.1779 0.2921 0.4693 0.2515 0.4104 0.4446 0.4425 
A15 0.5540 7.0746 0.2115 0.2992 0.3810 0.0749 0.3608 0.3627 0.3481 
A16 3.2422 24.5639 1.0000 1.0000 0.7496 0.9017 1.0000 0.9442 0.7947 
A17 1.7641 28.6005 0.9374 0.9753 0.4562 0.3064 0.5621 0.6562 0.5711 
A18 2.0601 30.2138 1.0000 1.0000 0.5153 0.3607 0.6442 0.6986 0.5996 
A19 1.4843 17.4449 0.1623 0.3907 0.4895 0.3520 0.5345 0.6453 0.5605 
A20 0.4589 9.3863 0.2692 0.3734 0.5474 0.3661 0.6247 0.6776 0.5892 
A21 2.5051 23.3622 0.7902 0.6981 0.4720 0.3198 0.4657 0.6149 0.5401 
A22 0.5046 12.4349 0.1903 0.3427 0.5108 0.3273 0.5021 0.6200 0.5474 
A23 8.2141 28.7071 0.6738 1.0000 0.7633 1.0000 0.8421 0.9382 0.8198 
A24 1.4845 20.7567 0.4913 0.8691 0.4428 0.3175 0.5183 0.6419 0.5415 
A25 0.9509 11.5381 0.2018 0.3538 0.4587 0.2545 0.4200 0.5299 0.4939 
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Table 3 Scores of each customer using different ranking methods (continued) 

Customer SE DR/ 
DEA 

CCA/ 
DEA GE TOPSIS VICOR COPRAS SPOTIS EDAS 

A26 0.4502 10.5516 0.2650 0.3609 0.5558 0.4645 0.4509 0.4572 0.5106 
A27 2.1739 18.1597 0.3160 0.4924 0.4963 0.3490 0.4655 0.5502 0.5481 
A28 0.5746 13.4456 0.3439 0.4833 0.4310 0.1890 0.3995 0.4437 0.4827 
A29 1.5382 15.2820 0.5075 0.6100 0.7187 0.8138 0.5864 0.7276 0.7265 
A30 0.9773 10.2118 0.5188 0.6576 0.4196 0.1804 0.4112 0.4791 0.4514 
A31 0.5567 12.1133 0.3242 0.4680 0.6087 0.5387 0.4862 0.5494 0.5910 
A32 2.1878 9.5632 0.3298 0.4498 0.3517 0.1432 0.3712 0.4420 0.3968 
A33 1.4484 23.3548 0.3983 0.5218 0.6315 0.5793 0.6683 0.7423 0.6893 
A34 2.0738 25.2071 0.6170 1.0000 0.6137 0.5403 0.6602 0.7429 0.6742 
A35 3.2087 20.1271 0.4407 0.7505 0.5950 0.5307 0.5901 0.7440 0.6366 
A36 1.2553 17.0072 0.6097 0.8350 0.6883 0.7009 0.6081 0.7276 0.6855 
A37 1.3222 16.1696 0.5040 0.8644 0.6179 0.5558 0.5804 0.7331 0.6367 
A38 1.2208 20.3500 0.4784 0.4704 0.5836 0.4446 0.4987 0.6100 0.6247 
A39 1.1037 13.8738 0.4150 0.4575 0.6547 0.6254 0.5120 0.6180 0.6308 
A40 1.4804 17.1381 0.2720 0.5760 0.5842 0.5299 0.5374 0.6700 0.6086 
A41 2.1756 16.5872 0.4735 1.0000 0.3579 0.2081 0.4185 0.5827 0.4079 
A42 0.8869 15.7881 0.6037 0.6441 0.6200 0.5116 0.5670 0.6580 0.6431 
A43 0.8429 7.8305 0.3049 0.3793 0.3321 0.1018 0.3364 0.4156 0.3713 

Table 4 The rank of each customer using different ranking methods 

Customer SE DR/ 
DEA 

CCA/ 
DEA GE TOPSIS VICOR COPRAS SPOTIS EDAS 

A1 19 12 22 13 7 6 11 6 7 
A2 11 21 24 21 4 4 3 3 3 
A3 43 39 38 41 37 40 40 42 39 
A4 28 28 17 19 34 31 32 31 30 
A5 33 40 28 32 31 35 35 37 36 
A6 13 1 5 3 11 12 4 5 8 
A7 36 35 25 33 26 32 36 35 34 
A8 24 22 23 16 8 7 16 14 11 
A9 38 32 32 29 21 20 30 32 28 
A10 32 25 33 22 25 26 25 25 22 
A11 30 33 34 40 21 21 31 29 29 
A12 27 24 21 18 3 3 8 4 4 
A13 2 23 10 24 43 43 20 33 43 
A14 42 41 42 43 30 34 38 38 37 
A15 37 43 39 42 39 42 42 43 42 
A16 3 6 1 1 2 2 1 1 2 
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Table 4 The rank of each customer using different ranking methods (continued) 

Customer SE DR/ 
DEA 

CCA/ 
DEA GE TOPSIS VICOR COPRAS SPOTIS EDAS 

A17 12 4 3 7 33 30 17 18 21 
A18 10 2 2 2 23 23 7 13 18 
A19 16 14 43 34 28 24 19 19 23 
A20 40 38 36 36 20 22 9 15 20 
A21 5 7 4 12 29 28 27 23 27 
A22 39 29 41 39 24 27 23 21 25 
A23 1 3 6 5 1 1 2 2 1 
A24 15 9 14 8 35 29 21 20 26 
A25 26 31 40 38 32 33 33 30 32 
A26 41 34 37 37 19 18 29 36 31 
A27 8 13 30 25 27 25 28 27 24 
A28 34 27 26 26 36 37 39 39 33 
A29 14 20 12 17 5 5 13 11 5 
A30 25 36 11 14 38 38 37 34 35 
A31 35 30 29 28 15 14 26 28 19 
A32 6 37 27 31 41 39 41 40 40 
A33 18 8 20 23 10 10 5 9 6 
A34 9 5 7 4 14 13 6 8 10 
A35 4 11 18 11 16 15 12 7 14 
A36 21 16 8 10 6 8 10 11 9 
A37 20 18 13 9 13 11 14 10 13 
A38 22 10 15 27 18 19 24 24 16 
A39 23 26 19 30 9 9 22 22 15 
A40 17 15 35 20 17 16 18 16 17 
A41 7 17 16 6 40 36 34 26 38 
A42 29 19 9 15 12 17 15 17 12 
A43 31 42 31 35 42 41 43 41 41 

The scores of each customer obtained by the nine ranking methods used are presented in 
Table 3. The codes of five ranking methods that yield these scores (TOPSIS, VICOR, 
COPRAS, SPOTIS, and EDAS) are in Appendix A. The rank of each customer by each 
ranking method was determined by descending order of the scores. The nine ranks of 
each customer, one for each ranking method that was used, are presented in Table 4. 

Although there are differences in the ranking, there is a positive correlation between 
all methods (see Table 5). On average, a high ranking in one method may also indicate a 
high ranking in another. One can see a high positive correlation between the TOPSIS, 
VICOR, COPRAS, SPOTIS, and EDAS methods. However, despite the high correlation, 
there are some extreme differences in the ranking for some customers and inconsistency 
between ranking methods regarding specific customers. For example, customer A13 is 
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ranked second by SE and last by EDAS. This phenomenon causes ambiguity regarding 
the correct ranking of such customers, an issue at this paper’s core. 

One reason for the differences in the correlations between the ranking methods is the 
different weights for the criteria. All the methods based on the shortest distance use 
identical weights (obtained in our case by AHP), as presented in Table 2. In the methods 
based on DEA, the weights are determined to maximise a specified objective function, 
which may be at the level of a single customer or globally for all customers. 
Table 5 Correlation between ranking methods 

 SE DR CCA GE TOPSIS VIKOR COPRAS EDAS 
DR 0.7587        
CCA 0.6719 0.7008       
GE 0.7155 0.8138 0.8771      
TOPSIS 0.1856 0.4560 0.3006 0.3858     
VIKOR 0.2841 0.5349 0.3393 0.4619 0.9818    
COPRAS 0.5115 0.7409 0.5361 0.6465 0.7995 0.8253   
EDAS 0.5452 0.7597 0.5295 0.6972 0.8192 0.8576 0.9591  
SPOTIS 0.3834 0.6708 0.4613 0.5846 0.9345 0.9511 0.9037 0.9357 

The results in Table 5 show high correlations between the methods based on the shortest 
distance from the ideal solution. The reasons for this are probably the use of identical 
weights for the criteria and a similar objective function based on distances. Nevertheless, 
even when the correlation is very high, there are differences in the rankings of many 
customers, and for some customers, the differences are high. For example, the correlation 
between TOPSIS and VICOR is 0.9819, and despite that, there are two customers with a 
difference of six steps between their ranks, one obtained by TOPSIS and one by VICOR. 

Applying steps 5 and 6 of the proposed model (ranking the customers according to 
the average of the nine rankings and calculating the standard deviation and the 
confidence interval for the average of the ranking) yields the results shown in Table 6. 
The confidence intervals for the average of the rankings (scores) were calculated using 
α/2 = 2.5%. 

We emphasise that the confidence interval refers to the average ranking score of each 
customer (the average ranking of the nine-ranking method) and not to the final relative 
ranking. That is because the final ranking is a relative integer, so even a small change in 
the average may have too great an effect on the ranking, and the final rank is not 
necessarily in the centre of the confidence interval of the average. The upper and lower 
values of the confidence interval are entitled up and down in Table 6. 

It is possible to give each ranking method a different weight according to the 
correlation coefficient. The ranking method with the lowest sum of correlation 
coefficients (SE in this case) gets the minimum weight. In contrast, SPOTIS, with the 
highest sum of correlation coefficients, gets the maximum weight. According to 
equations (3) and (4), the relative weight of each ranking method was calculated and 
presented in Table 7. 

 

 



   

 

   

   
 

   

   

 

   

    Handling the inconsistency in ranking customers 71    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Table 6 The average of the rank and the final of each customer  

Customer Average of the rank Finale rank STD Down Up 
A1 11.44 9 5.81 7.06 15.83 
A2 10.44 5 9.06 3.62 17.27 
A3 39.89 42 1.90 38.46 41.32 
A4 27.78 29 5.87 23.35 32.20 
A5 34.11 39 3.55 31.43 36.79 
A6 6.89 3 4.28 3.66 10.12 
A7 32.44 35 4.16 29.31 35.58 
A8 15.67 14 6.34 10.88 20.45 
A9 29.11 30 5.64 24.85 33.37 
A10 26.11 26 3.89 23.18 29.04 
A11 29.78 31 6.02 25.24 34.31 
A12 12.44 12 9.94 4.95 19.94 
A13 26.78 28 14.96 15.49 38.06 
A14 38.33 40 4.27 35.11 41.55 
A15 41.00 43 2.12 39.40 42.60 
A16 2.11 1 1.62 0.89 3.33 
A17 16.11 15 10.75 8.00 24.22 
A18 11.11 7 8.67 4.58 17.65 
A19 24.44 23 9.29 17.44 31.45 
A20 26.22 27 11.39 17.63 34.81 
A21 18.00 17 10.78 9.87 26.13 
A22 29.78 31 7.77 23.92 35.64 
A23 2.44 2 1.88 1.03 3.86 
A24 19.67 21 9.14 12.78 26.56 
A25 32.78 36 4.15 29.65 35.90 
A26 31.33 34 8.08 25.24 37.42 
A27 23.00 22 7.42 17.41 28.59 
A28 33.00 37 5.39 28.94 37.06 
A29 11.33 8 5.45 7.22 15.45 
A30 29.78 31 10.58 21.80 37.76 
A31 24.89 25 7.22 19.45 30.33 
A32 33.56 38 11.42 24.94 42.17 
A33 12.11 11 6.51 7.20 17.02 
A34 8.44 4 3.43 5.86 11.03 
A35 12.00 10 4.42 8.67 15.33 
A36 11.00 6 4.66 7.48 14.52 
A37 13.44 13 3.57 10.75 16.14 
A38 19.44 19 5.34 15.42 23.47 
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Table 6 The average of the rank and the final of each customer (continued) 

Customer Average of the rank Finale rank STD Down Up 
A39 19.44 19 7.23 13.99 24.90 
A40 19.00 18 6.16 14.35 23.65 
A41 24.44 23 13.34 14.38 34.51 
A42 16.11 15 5.73 11.79 20.43 
A43 38.56 41 4.85 34.90 42.21 

Table 7 Weight of each ranking method 

 SE DR CCA GE TOPSIS VICOR COPRAS SPOTIS EDAS Total 
sum 

Sum 5.0558 6.4356 5.4167 6.1823 5.8632 6.2360 6.9225 7.1032 6.8251 56.0404 
Weight 0.0902 0.1148 0.0967 0.1103 0.1046 0.1113 0.1235 0.1268 0.1218 1 

6 Conclusions 

This paper proposes an expert system for ranking customers according to several output 
and input criteria. The paper presents nine common methods for ranking customers. The 
main problem that this paper deals with is that each ranking method produces different 
ranks of the customers, making it difficult to select the best ranking method because each 
method has advantages and disadvantages. 

We propose to use several ranking methods for all customers. Because each method 
provides its own ranking to each customer, all will accumulate the same number of 
rankings based on the same number of methods. Each customer’s accumulated rankings 
will be averaged. The final rankings of those averages will determine each customer’s 
position in the matrix. 

We also propose a method that gives a relative weight to each ranking method based 
on the correlation coefficients of the ranks among all the ranking methods. We 
recommend choosing objective methods that are simple and easy to use, where the 
criteria values are taken from the CRM system. In this paper, we used two ranking 
methods: those related to DEA, where the weights are objectively determined, and those 
based on the shortest distance, where AHP determines the weights. The main advantage 
of the proposed expert system is that it enables us to calculate the standard deviation and 
the confidence intervals of the rank of each customer. These enable us to conduct a 
statistical examination of the reliability of the ranks and to evaluate the subjective 
assessments given to customers by the marketing team. The proposed method was 
successfully implemented in the case study. More broadly, the proposed method is 
applicable, with the necessary modifications, to any organisation that wants to rank its 
customers according to multiple input and output criteria or to select the best alternative 
among several alternatives. 

Our study has several limitations. There are many different ranking methods from 
several types and families, so it is impractical to use them all. Determining how many 
ranking methods and which should be applied remains an open issue. This paper 
incorporates nine common ranking methods that are widely used – ones that are 
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objective, intuitive, and easy to calculate. Our method can identify a high variation in the 
rank of a particular customer. Identifying a customer’s high-rank variation indicates that 
the rank of such a customer obtained by the proposed method is ambiguous. In our 
opinion, this is also important information that should cause decision-makers to 
investigate the status of such customers further. Another limitation is that the weights of 
the criteria in some of the applied ranking methods must be determined subjectively. The 
solution to this problem in our paper was to determine the weights by AHP. 
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Appendix A 

Codes 

The experiment results for algorithms TOPSIS, VICOR, COPRAS, SPOTIS and EDAS, 
with AHP, were obtained by the following code implemented in IPython platform 
infrastructure and pandas, np, and pymcdm open-source Python libraries. 

# Import libraries 
import pandas as pd 
import numpy as np 
from pymcdm import weights as mcdm_weights 
from pymcdm import methods as mcdm_methods 
from pymcdm import methods as mcdm_methods 
from pymcdm import weights as mcdm_weights 
from pymcdm.helpers import rankdata 
# Import data 
df = pd.read_excel (r’data.xlsx’, sheet_name=‘data’) 
matrix = df[df.columns[1:]].to_numpy() 
types = np.array([–1, –1, –1, –1, –1, –1, 1, 1, 1, 1]) 
# Weights shemas 
y_ahp = [0.073937, 0.026164, 0.073937, 0.303804, 0.218355, 
 0.303804, 0.248052, 0.089613, 0.042897, 0.619438] 
ahp = [float(i)/sum(y_ahp) for i in y_ahp] 
weight_schemas = {‘EQUAL’ : mcdm_weights.equal_weights(matrix), 
 ‘AHP’: np.array(ahp),} 
method = ‘TOPSIS’ 
rs_temp = df.copy(deep = True) 
rank_methods = { ‘TOPSIS’: mcdm_methods.TOPSIS(),} 
for rn, rank_method in rank_methods.items(): 
 for wn, weight_schema in weight_schemas.items(): 
 t = rank_method(matrix, weight_schema, types) 
 r = rankdata(t, reverse = True) 
 rs_temp[rn + ‘_’ + wn] = t 
 rs_temp[rn + ‘_’ + wn + ‘_RANK’] = r 
method = ‘VIKOR’ 
rank_methods = {‘VIKOR’: mcdm_methods.VIKOR(),} 
for rn, rank_method in rank_methods.items(): 
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 for wn, weight_schema in weight_schemas.items(): 
 t = rank_method(matrix, weight_schema, –1*types) 
 r = rankdata(t, reverse = True) 
 rs_temp[rn + ‘_’ + wn] = t 
 rs_temp[rn + ‘_’ + wn + ‘_RANK’] = r 
method = ‘COPRAS’ 
rank_methods = {‘COPRAS’: mcdm_methods.COPRAS(),} 
for rn, rank_method in rank_methods.items(): 
 for wn, weight_schema in weight_schemas.items(): 
 t = rank_method(matrix, weight_schema, types) 
 r = rankdata(t, reverse = True) 
 rs_temp[rn + ‘_’ + wn] = t 
 rs_temp[rn + ‘_’ + wn + ‘_RANK’] = r 
method = ‘EDAS’ 
rank_methods = {‘EDAS’: mcdm_methods.EDAS(),} 
for rn, rank_method in rank_methods.items(): 
 for wn, weight_schema in weight_schemas.items(): 
 t = rank_method(matrix, weight_schema, types) 
 r = rankdata(t, reverse = True) 
 rs_temp[rn + ‘_’ + wn] = t 
 rs_temp[rn + ‘_’ + wn + ‘_RANK’] = r 
method = ‘SPOTIS’ 
rank_methods = { ‘SPOTIS’: mcdm_methods.SPOTIS(),} 
bounds = np.vstack(( 
 np.min(matrix, axis=0), 
 np.max(matrix, axis=0) 
)).T 
for rn, rank_method in rank_methods.items(): 
 for wn, weight_schema in weight_schemas.items(): 
 t = rank_method(matrix, weight_schema, –1*types, bounds) 
 r = rankdata(t, reverse = True) 
 rs_temp[rn + ‘_’ + wn] = t 
 rs_temp[rn + ‘_’ + wn + ‘_RANK’] = r 
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Appendix B 

Table B1 The selected criteria 

Sign Service cost criteria (inputs) Sign Customer value criteria (outputs) 
X1 Returns of sold products (NIS) Y1 Sales 
X2 Number of orders Y2 Pays in line with payment terms 

(percent) 
X3 Distance from plants (km) Y3 Loyalty – time from the first-ever 

purchase (months) 
X4 Cost of transportation (NIS) Y4 Profitability rate (percent) 
X5 Number of complaints   
X6 Average days from supply to payment   

Table B2 The values of the inputs and outputs of each customer (matrix P) 

Customer 
Inputs  Outputs 

X1 X2 X3 X4 X5 X6  Y1 Y2 Y3 Y4 
A1 955.78 2 46.36 396.21 1 68  50,580 97% 68 34% 
A2 115.08 1 90.46 251.93 2 13  7,463 100% 24 36% 
A3 1,287.05 7 62.50 1,010.51 6 55  47,542 53% 15 21% 
A4 1,284.31 5 64.06 798.65 2 32  27,829 91% 82 17% 
A5 527.60 8 79.33 1,110.17 4 63  52,855 25% 90 23% 
A6 705.27 2 35.35 505.67 1 33  65,307 96% 43 27% 
A7 1,571.93 8 86.10 1,208.95 6 17  50,743 74% 11 23% 
A8 1,376.46 2 43.74 463.24 2 62  38,807 100% 83 34% 
A9 667.74 4 41.76 750.38 6 47  27,373 94% 69 28% 
A10 587.24 2 51.47 360.09 2 50  13,618 100% 73 22% 
A11 535.85 7 4.94 1,018.15 5 28  37,120 34% 14 26% 
A12 1,429.20 1 76.57 377.05 2 22  29,459 100% 5 37% 
A13 5,693.95 17 91.63 4,397.85 3 77  232,196 55% 44 12% 
A14 1,972.28 4 35.55 665.56 3 88  50,747 32% 7 24% 
A15 205.22 7 78.03 1,064.41 6 76  46,332 34% 51 20% 
A16 100.68 2 48.25 307.24 1 4  21,550 64% 30 37% 
A17 1,083.76 4 15.12 786.29 1 18  54,389 80% 66 14% 
A18 219.40 4 6.64 625.35 2 10  46,160 47% 54 19% 
A19 409.70 1 34.87 192.97 1 54  10,463 100% 19 20% 
A20 191.55 2 40.14 325.95 1 30  12,426 30% 32 23% 
A21 514.47 11 17.66 1,475.56 4 7  68,848 75% 61 18% 
A22 350.21 2 28.99 328.64 1 65  22,072 53% 29 23% 
A23 943.31 1 1.68 306.12 2 11  23,670 100% 8 40% 
A24 1,929.19 1 27.85 375.69 1 48  56,971 100% 46 15% 
A25 486.45 2 92.52 580.37 1 85  22,747 100% 62 21% 
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Table B2 The values of the inputs and outputs of each customer (matrix P) (continued) 

Customer 
Inputs  Outputs 

X1 X2 X3 X4 X5 X6  Y1 Y2 Y3 Y4 
A26 1,934.99 10 96.39 1,518.75 4 67  55,024 100% 47 30% 
A27 1,276.38 7 8.80 1,046.33 1 87  53,432 100% 83 24% 
A28 2,190.40 9 26.14 1,171.44 4 36  45,205 100% 41 18% 
A29 1,197.47 6 92.33 914.92 1 33  39,565 100% 78 36% 
A30 2,481.14 6 55.75 954.33 5 30  60,699 56% 82 17% 
A31 823.06 6 83.53 831.17 4 38  33,771 97% 51 30% 
A32 103.92 5 29.75 812.75 4 53  37,274 30% 84 13% 
A33 330.05 2 29.34 550.26 1 20  10,000 97% 31 28% 
A34 342.36 1 27.10 306.58 2 31  31,266 100% 80 27% 
A35 176.08 1 87.26 321.93 1 64  55,681 100% 80 28% 
A36 681.24 2 58.39 503.96 3 30  47,629 80% 74 33% 
A37 314.13 1 53.85 247.33 5 15  27,399 100% 40 29% 
A38 999.86 9 61.74 1,441.45 1 21  51,058 100% 18 25% 
A39 1,957.43 12 76.57 1,619.55 1 44  67,235 73% 50 32% 
A40 635.24 1 15.48 185.86 3 65  30,341 100% 48 29% 
A41 2,458.84 1 27.51 227.22 5 38  73,282 100% 16 8% 
A42 1,312.36 5 49.30 845.20 1 24  50,487 50% 46 27% 
A43 439.94 6 64.37 1,004.17 2 55  32,334 28% 86 9% 
Average 1,041.8 4.6 49.9 795.0 2.7 42.2  44,626.8 77% 49.33 24% 

 


