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Abstract: DNA microarray is a technique for measuring simultaneously the expression levels of 
a huge number of genes, these levels have a significant impact on cancer classification tasks. In 
DNA datasets, the number of genes exceeds the number of samples that make the presence of 
irrelevant or redundant genes possible. In this paper, two hybrid multivariate filters for gene 
selection, named VNSMI and VNSCor, are presented. These methods surpass the univariate 
filters by considering the possible interaction between genes through the search for a subset of 
genes that contains the minimum redundancy and the maximum relevance (MRMR). In the first 
stage of our approaches, we use a univariate filter by selecting the best-ranked genes. Then, we 
apply the variable neighbourhood search (VNS) metaheuristic coupled with an innovative 
stochastic local search (SLS) algorithm to find the final subset of genes. The experiments 
performed show that the proposed approaches are feasible and effective. 
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1 Introduction 
In recent years, microarray technology has become one of 
the most important advances in collecting data on biological 
systems. This technology allowed researchers to diagnose 
whether a sample came from cancerous, benign tissue, or 
distinguish between different types of cancerous tumours. 
This diagnisis is performed by simultaneously measuring a 
huge number of genes in a biological sample (Schena et al., 
1995; Peng et al., 2010). Microarray datasets are presented 
as a matrix of M rows (samples) and N columns (genes). 
While the information on the classes of the samples is 
already available (Bir-jmel et al., 2019), the analysis of 
DNA microarray for the cancer classification is formulated 
in our work as a supervised classification problem (Kumari 
and Swarnkar, 2011). Moreover, microarray datasets used in 
the context of cancer classification are characterised by a 
very large number of genes, while that of samples is small, 
and only a few genes are sufficient for classification (Li and 
Yang, 2002; Xiong et al., 2001). For that, Golub et al. 
(2012) show that 50 genes are generally sufficient to model 
a 38-sample binary classification problem. 

Dimensionality reduction is therefore an essential step in 
the data preprocessing process. A reduction method consists 
in finding a representation of the initial data in a smaller 
space, there are mainly two different reduction approaches: 
feature extraction, and feature selection or gene selection 
which consists of selecting the genes most relevant from the 
dataset (Ma and Zhu, 2013). The latter reduction consists of 
replacing the initial set of data with a new reduced set,  
built from the combinations of the initial features (Maafiri et 
al., 2021, 2022). From a biological point of view, for  
cancer classification, it is more efficient to select real genes 
than to create artificial features with uncertain biological 
significance. Therefore, selecting a small subset of genes 
containing the necessary information for a given disease is 
one of the main goals of microarray data analysis (Li et al., 
2008). This selection allows a better interpretation of the 
biological relationship between the genes and the clinical 
result, also a better scientific understanding of the problem 
posed. Moreover, it overcomes the dimensionality problem 
to improve the quality of classifiers by increasing the 
accuracy of cancer prediction. Therefore, in our paper, we 
address the problem of gene selection in the context of 
microarray classification. In general, there are three 
selection methods common to many taxonomies depending 
on the evaluation criterion and their interaction with the 
classifier: filter models, wrapper models, and embedded 
models (Tang et al., 2014; Kohavi and John, 1997). For 
filters, the quality of a subset of genes is measured 
independently of any learning algorithm. Generally, any 
filtering method consists of ranking genes in order of 
importance with respect to a specific evaluation criterion, 
which can be either univariate or multivariate. In the 
univariate methods, each gene is scored independently and 
the selection is done by selecting the best-ranked genes. On 
the other hand, the multivariate scheme takes into 
consideration the interaction between genes and it is capable 
of handling redundant genes (Tabakhi and Moradi, 2015; 

Yu and Liu, 2003). Signal-to-noise-ratio (Mishra and Sahu, 
2011), T-test (Jafari and Azuaje, 2006), information  
gain (IG) (Bonev et al., 2008), Fischer score (Gu et al., 
2012), and Relief-F (Shreem et al., 2012) are the most 
representative algorithms of filter model. While in wrappers 
methods, the selection depends on the classifier used. 
Indeed, these approaches wrap gene selection around the 
learning algorithm, and often they use the classification 
accuracy as criteria for evaluating subsets of genes each of 
which will be used to train the classification model. 
Generally, these methods give better results compared to 
filter methods because they take into account the 
dependency between genes and the intrinsic bias of the 
classification algorithm. However, they are less general than 
filter methods because they must be re-executed if another 
learning algorithm is used. So there is no guarantee that the 
solution is optimal for other classifiers. For that, these 
methods require a significant computation time to reach 
convergences and can be insoluble for large problems  
(Bir-Jmel et al., 2019; Kohavi and John, 1997). In addition, 
the embedded methods where the gene selection procedure 
is performed during the construction of the classifier (Peng  
et al., 2010). 

In order to solve the gene selection problem, we search 
for a ‘good’ subset of genes according to a fitness function, 
this potentially requires looking at 2N −1 subsets, and the 
number of genes N which is large enough in microarrays, 
then evolutionary algorithms have attracted much attention 
to solve this problem which is considered NP-Hard (Amaldi 
and Kann, 1998). The common goal of metaheuristic 
algorithms is to find nearly optimal solutions for a  
given problem (Douiri and El Bernoussi, 2012), for 
example, variable neighbourhood search (VNS) is 
considered a metaheuristic that can be used for 
combinatorial optimisation in which an optimal solution is 
searched on a discrete search space. Especially the gene 
selection problem, while there is no better algorithm in data 
mining. Several researchers have used metaheuristic 
methods to solve this problem including VNS (Pacheco  
et al., 2007; Garcıa-Torres et al., 2004, 2016; Pentelas et al., 
2019), ACO (Chiang et al., 2008; Li et al., 2013; Sharbaf  
et al., 2016; Tabakhi and Moradi, 2015; Bir-Jmel et al., 
2019), PSO (Li et al., 2008; Bir-Jmel et al., 2019; Chuang  
et al., 2008), genetic algorithm (Li et al., 2008; Lee and Leu, 
2011), and bat-inspired algorithm (BA) (Alomari et al., 
2017). 

Recently, with the continuous progress in combinatorial 
optimisation, intelligent algorithms are proposed and 
applied for gene selection. For that, Dabba et al. (2021) 
proposed a modified moth flame algorithm (mMFA), 
combined with mutual information maximisation (MIM) to 
solve gene selection problems. In the same context, a hybrid 
gene selection method based on a novel multi-filter 
ensemble technique and simplified swarm optimisation 
(SSO) is proposed in Lai and Huang (2021). Zhang et al. 
(2021) combined the IG and a modified fruit fly 
optimisation algorithm (FOA) to choose the relevant genes 
for improving classification performances. In another 
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method called GI-SVM-RFE, a hybrid gene selection was 
proposed, which combines the Gini index and SVM with 
recursive gene elimination (Almutiri and Saeed, 2022). 
While in Rostami et al. (2022) the authors proposed an 
innovative multi-objective graph theoretic-based method for 
gene selection for microarray data classification. Some 
works applied VNS to solve the feature selection  
problem and obtained promising results compared with the 
state-of-the-art for gene selection for cancer classification 
(Pacheco et al., 2007; Garcıa-Torres et al., 2004, 2016; 
Pentelas et al., 2022; Helder et al., 2022). Therefore, the 
goal is to adapt VNS as an optimisation technique to solve 
the gene selection problem, while the fitness function used 
is maximum minimum redundancy relevance (MRMR) 
which is introduced in Ding and Peng (2005). On the other 
hand, a stochastic local search (SLS) algorithm is adopted to 
refine the solutions and avoid premature convergence. The 
use of MRMR allows the selection of genes that have the 
greatest relevance for the target class and not redundant 
ones. Thus, the disadvantages of classical filter methods 
(univariate) is solved by taking into consideration possible 
interactions between genes as well as low-scoring genes. 
For VNS (Mladenovic and Hansen, 1997; Hansen and 
Mladenovic, 2001)  which is a recent metaheuristic 
designed to solve combinatorial optimisation problems, we 
start with an initial solution and we try to improve it by 
exploring the search space based on multiple neighbourhood 
structures (shake procedure) via wellchosen local search 
method (improvement procedure) to escape the local 
optima. In order to solve the gene selection problem two 
hybrid approaches are proposed. The proposed approach 
start by using univariate filter to select the p-best genes 
based on their relevance. As second step, a hybrid method 
based on the VNS metaheuristic and a SLS algorithm are 
applied to the p-best genes selected in the previous step. The 
first proposed method (VNSMI) is based on some concepts 
of information theory. While the second (VNSCor) is  
based on the Pearson correlation coefficient (PCC). The 
contributions in this paper can be summarised as follows:  

• new two-stage method for gene selection combining 
univariate and multivariate schemes 

• the multivariate scheme, VNS metaheuristic is adopted 
using SLS algorithm to find near optimal subset of 
genes for cancer classification 

• the mutual information and the PCC are used to 
construct the fitness function 

• the experiments results evaluated on several datasets 
while the obtained results are effective in terms of 
classification accuracy and number of genes picked. 

The paper sections are organised as follows: In the first 
section, we describe the methods. The second section 
analyses the proposed method in details. And finally, in the 
last section, some experiments on six well-replicated 
microarray datasets are presented. 

2 Methods 
2.1 Notations 

In this study, D = (x1; x2; … ; xM), xi ∈ N  presents dataset 
of M samples. While {g1, g2 … gN}, gi ∈ M  denote the N 
genes vectors and C = (y1; y2; ...; yM) denote the class labels. 

2.2 Mutual information 
The mutual information is a useful metric in gene selection 
problem for cancer classification (Bonev et al., 2008; Ding 
and Peng, 2005; Lai et al., 2016). For that, based on the 
information theory we proposed the first proposed VNSMI 
method while the columns of our matrix D (genes and class 
label) can be considered as random variables. Indeed, the 
statistical dependence of two random variables X, Y is the 
mutual information between them. It is often measured in 
bits, and is defined as: 

( ; ) ( ) ( | )
( ) ( | )

 ( )  ( ) ( , )
( , ) ( | ) ( | ).

I X Y H X H X Y
H Y H Y X
H X H Y H X Y
H X Y H X Y H Y X

= −
= −
= + −
= − −

 

where H(Y) and H(X) denotes the measurement of 
uncertainty of Y and X respectively. The conditional 
entropies of X given Y and Y given X, respectively, are 
H(X|Y) and H(Y|X), while the joint entropy in X and Y is 
H(X, Y). The relationship between the entropy and the 
mutual information can be interpreted in Figure 1. 

Figure 1 The association between the entropy and the mutual 
information 

 

In the discrete context, according to Shannon’s description 
of entropy, we have: 

( ) ( ) log( ( ))
x X

H X p x p x
∈

= −  

( , ) ( , ) log( ( ,  ))
x X y Y

H X Y p x y p x y
∈ ∈

= −  
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where p(x, y) denotes the probabilistic joint distribution of 
the variables X and Y, and (p(x), p(y)) denotes the respective 
marginal probabilities. 

The summation is replaced by a definite double integrals 
in the continuous case: 

( ,  ) ( ,  )( ;  ) ( ,  ) log
( ) ( )Y x

p x y p x yI X Y p x y dxdy
p x p y

 =  
    

The properties of mutual information are as follows: 

• I(X; X) = H(X) 

• I(X; Y) = 0 if and only if X and Y are independent 

• The mutual information is positive or null I(X; Y) ≥ 0 

• The mutual information is symmetric I(X; Y) = I(Y; X). 

The normalised mutual information (NI) between gi and gs 
NI (gi; gs), is defined as (Estévez et al., 2009). 

( ) ( )
{ }

;;  
min ( ), ( ) .

i s
i s

i s

I g g
NI g g

H g H g
=  

Thus, we assign a relevance score of each gene gi to the 
class label C, this metric SNMIi is defined as: 

( )
( )1

;
.

max ,.., ;
i

i
j N j

NI g C
SNMI

NI g C∈
=  

This score of relevance is inspired from the IG algorithm 
(Lai et al., 2016). 

The calculation of the mutual information is based on 
the estimation of the probability density and joint 
probability of the variables. In our research, we use Peng’s 
mutual information MATLAB toolbox (Peng, 2022) to do 
this estimation. 

2.3 Pearson correlation coefficient 
Our second proposed method VNSCor is based on the 
correlation coefficient, which is a measure of the strength of 
the linear relationship between two variables (genes). Let g1 
and g2 be two random variables, the coefficient of 
correlation between g1 and g2 is defined as follows: 

( )
1 2

1 2

1 2
,

cov ,  
g g

g g

g g
ρ

σ σ
=  (1) 

where cov(g1, g2) is the covariance between g1 and g2, 1gσ  

is the standard deviation of g1 and 
2gσ  the standard 

deviation of g2. 
The correlation value may take on a range of values 

from −1 to 0 to +1, let (rij = |ρgi, gj|) the absolute value of 
the correlation between gi and gj. 

Based on this notion, we can define a measure of 
relevance SRi of each gene gi to the class label by 

 

1

,
.

max ,.., ,
i

j

g
i

j g

ρ C
SR

N ρ C∈
=  

3 VNS 
VNS is a new metaheuristic for solving combinatorial and 
global optimisation problems, presented by Mladenovi and 
Hansen in 1997 (Mladenovic and Hansen, 1997; Hansen 
and Mladenovic, 2001). This method can be broken down 
into two stages: a stage in which a local search converges 
towards a local optimum, and another stage that makes it 
possible to escape from it. 

This metaheuristic uses the following concepts: 

• Systematic change of neighbourhood to extract local 
optimums. 

• Jump from one solution to another if only if there is an 
improvement. 

• Using local search to get a local optimum. 

Among the recent works in which the VNS metaheuristic 
has been proposed to solve feature selection problems, we 
find (Pacheco et al., 2007; Garcıa-Torres et al., 2004, 2016; 
Pentelas et al., 2022). 

The process of VNS starts with an initial solution and a 
predefined finite number of neighbourhoods Nk, k =1, …, 
kmax, at each iteration, a new candidate solution (Shaking 
step ) is generated from the current neighbourhood, and then 
the current solution is refined and improved using a local 
search algorithm. If this new solution s0 is better than the 
previous one, the process resumes with the first 
neighbourhood, in the opposite case the same steps are 
repeated but passing to the next neighbourhood. 

3.1 Basic VNS [Hansen and Mladenovic (2001), 
Figure 2] initialisation 

Select an initial candidate solution s, and build the 
neighbourhood structures phase Nk, k = 1, …, kmax, that will 
be used in our search phase. 

Select a stopping criterion. 
Set k = 1 
Until the stop condition is met repeat: 

1 Shaking: generate a random solution s′ from the 
neighbourhood Nk(s) of the current solution s′. 

2 Local search: in order to select the best solution from 
the neighbourhood Nk(s), we apply a local search 
algorithm on the perturbed solution s′, the resulting 
local optimum is denoted by s″. 

3 Move or not: if s″ is better than s, move there (s ← s″), 
and set k = 1, otherwise, the solution s remains 
unchanged, and set k ← k + 1; 
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Figure 2 Flowchart of the basic VNS (see online version 
for colours) 

 

3.2 VNS for gene selection 
In this section, we provide a new method of selecting genes 
for the classification of cancer, the aim of which is to 
extract a highly relevant subset of genes that can improve 
the quality of classifiers. Given the fact that this problem is  
NP-hard (Amaldi and Kann, 1998), neighbourhood-based 
metaheuristics seem to be well suited to deal with this 
combinatorial problem. 

• Formalisation of the problem Gene selection’s major 
purpose is to locate a subset of relevant genes from a 
high-dimensional microarray dataset, this allows us to 
obtain a high classification of cancer, and to have a 
better interpretation of the biological relationship 
between the genes and the clinical outcome considered, 
then a better scientific understanding of the given 
problem. 

• The search space: defined by the possible subsets of 
selected genes. 

The objective function: 
In this paper, the objective function J is used to measure 

the quality of a given subset of genes S. More precisely, the 
fitness function J seek to minimise the redundancy and 
maximise the relevance into S using a minimal number of 
genes. Indeed, we were inspired from the objective function 
defined in Ding and Peng (2005): 

Minimum redundancy ensures the selection of a set of 
genes that contains uncorrelated genes for a better 
representation of the original dataset. For a subset of genes 
S, the minimum redundancy condition is:  

( )2
,

1min ( ),  ( ) ,
i j

I I i j
g g S

W S W S NI g g
S ∈

=   (2) 

On the other hand, the maximum relevance condition 
ensures the selection of a subset of genes with high 
relevance to the target class, for a given subset S we seek to: 

1max  ( ),  
i

I I i
g S

V S V SNMI
S ∈

=   (3) 

The goal of maximising the relevance and minimising the 
redundancy is to optimise simultaneously the conditions 
equations (2) and (3), This creates a multi-objective 
optimisation problem, which involves merging both into a 
single objective function. We believe in treating both 
conditions equally, and the easiest way to do that is: 

( )max ( ) ( )I IV S W S−  

The way of combining relevance and redundancy leads to 
the selection criterion of a new subset of genes, called MID: 
mutual information difference criterion (Ding and Peng, 
2005). Thus, our objective function is defined as follows: 
for a given subset of genes S, we have 

( ) ( ) ( )I IJ S V S W S= −  

We can remark that the said optimisation problem takes into 
consideration the possible interaction between genes. 

The use of evolutionary methods to solve the gene 
selection problem directly is inefficient due to the large 
dimensionality of microarray data (Bir-Jmel et al., 2019). 
To get beyond this obstacle, our proposed methods start 
with a pre-treatment stage, where we use a filter method. 
More precisely, at this stage, the p genes which have a high 
score are selected. 

The p genes chosen in the first stage are fed into the 
second stage, which employs a VNS in conjunction with a 
local search algorithm to choose a subset of genes that 
contains maximum relevance and minimum redundancy: 

( )max I IV W−  

• Representation of solutions In order to apply VNS to 
the problem of gene selection, one must first represent 
the search space in a suitable. Consider the set of p 
genes selected in the preprocessing step, a subset of 
genes S (i.e., a potential solution s) is represented by a 
p- binary string (i.e., s = [s1, s2, … , sp]). In s a value of 
‘si = 0’ indicates that gi is not selected in S, whereas a 
bit si = 1 shows that the associated gene is selected in S. 

In the Figure 3, the candidate solution s means that among 6 
genes, g1; g3, g4 and g5 are selected S = {g1; g3; g4; g6}. 
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Figure 3 Representation of a candidate solution 

 

• Neighbourhood structure (shaking step): The 
neighbourhood of a solution s corresponds to the set of 
solutions accessible from s using an elementary 
movement, thus, the Neighbourhood Structure is an 
essential notion in the VNS algorithm which requires to 
define the distance between two candidate solutions 
(sets of genes), in our work we use the Hamming 
distance. 

Given two solutions according to the encoding used s = [s1, 
s2, …, sp] and 1 2[ , , , ]ps s s s′ ′ ′ ′= …  the distance between s and 
s′ is: 

1

( ,  ) 
p

i
i

d s s s s
=

′ ′= −  

where d(s, s′) is the minimum number of flip moves 
required to change one solution s into the other s′. 

Therefore the k neighbourhood of s noted Nk(s) is: 

( ){ }( ) : ,Nk s s d s s k′ ′= ≤  

• Neighbourhood of a solution Let s be a current solution, 
we fix the maximum number of neighbourhoods kmax 

Nk, k = 1, …, kmax if we want to perform a perturbation 
(shaking step) of s to obtain a new solution sʹ of order m 
(from a given neighbourhood m, Nm(s)) such that m ∈ {1, 
…, kmax}, we repeat the following process m times: we 
randomly choose a number j ∈ {1, 2, ...p}, then we 
exchange the associated bit in s (ie., sj → |sj − 1|). The 
follow algorithm show how the perturbation of order m 
work. 

Algorithm 1 Shake method 

Function: Shake method (s, m) 
Input: s = [s1, s2, … , sp]: candidate solution; m: neighbourhood  

order 
Output: sm perturbed solution from the neighbourhood Nm(s). 
Begin 
sm = s; 
k = 0; 
while k < m do 

 *( 1) % .  j rand p= +   is the floor function. 

1m m
j js s= −  

k = k + 1 
end while 
Return sm. 

• Initialisation: The initial solution sinit is generated 
completely randomly from the p selected genes in the 
filter stage. sinit is considered as an initial solution to 
our basic VNS. 

• SLS: the main role of local search methods is to 
improve the solution built in the shaking step and and 
deliver good results in a fair amount of time. For this 
purpose, we use a SLS inspired from Boughaci and 
Alkhawaldeh (2018), this method (SLS) starts with the 
solution generated in the shaking phase, and then 
executes a series of operations that combine 
diversification and intensification tactics to achieve 
good results. In fact, we define two operations: 

• The diversification phase: selecting a solution from N1 
randomly. 

• The intensification phase: picking the best neighbour 
solution in N1. 

The intensification phase has a fixed probability of ip > 0, 
while the diversification phase has a probability of 1−ip. 

As long as the initial solution is improved, the process is 
repeated. This is how our SLS looks. 

Algorithm 2 Stochastic local search for gene selection 

Function: SLS(s, ip) 
Input: s = a candidate solution ; ip = the probability of doing 
the intensification phase 
Output: sbest better than s. 

Begin 
k = 0; 
while k < 1 do 

if (rand < ip) then 
s′ = pick the best solution from the neighbour N1(s) 

(The intensification phase). 

else 
s′  = pick a random solution from the neighbour 

N1(s) (The diversification phase). 
end if 
if J (s′) ≥ J (s) then 

s = s′ 
k = −1% continue the local search. 

end if 
k=k+1 

end while 
sbest = s 
Return sbest. 

3.3 Proposed methods for gene selection 
We propose two gene selection methods: the first one is V 
NSMI that based on normalised mutual information, while 
the second one is VNSCor is based on the PCC. We first 
present the VNSMI approach, concerning the VNSCor is 
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derived from the first one just we replace the normalised 
mutual information by the absolute correlation coefficient 
and SNMI score by SR coefficient. 

3.3.1 Structure of the proposed approach VNSMI 
Our first proposed method presented in Algorithm 3 for 
gene selection VNSMI is based on a mixture of two filter 
methods (one univariate and the other multivariate). The 
univariate scheme is based on the SNMI score by selecting 
the p top ranked genes, while the multivariate scheme is 
done through a VNS coupled with a SLS algorithm called 
SLS. And finally, the quality of the resultant gene subset  
is measured using a specific classifier through the  
cross-validation (LOOCV). The general procedure of this 
approach is characterised by a sequential process in two 
stages: 

• Stage 1: The goal of this stage of pre-processing is to 
reduce the size of the initial DNA microarray data by 
filtering out the non-informative genes using the SNMI 
score; the number of pre-selected genes is set to p. This 
phase creates a group of p genes that are sorted in order 
of relevancy based on the SNMI score ( univariate 
scheme) 

• Stage 2: This step consists in applying the VNS 
method, in which V NSMI generates candidate subsets 
of genes from the genes kept in the previous step, and 
this is done using the VNS concepts in conjunction 
with the SLS algorithm. J is the employed objective 
function. 

Figure 4 Flowchart of the proposed method (V NSMI) 
(see online version for colours) 

 

Algorithm 3 Variable neighbourhood search approach for gene 
selection 

Function: V NSMI (D, kmax, itmax, p, ip) 
Input: X = Initial microarray data, kmax: The total number of 

neighbourhood structures, itmax: The maximum 
iterations number. p: the number of genes to select in 
the first stage, ip = the probability of doing the 
intensification phase. 

Output: sBest: The best subset of genes. 
Stage 1: Filter 
Step 1: Calculate SNMIi for each gene gi. 
Step 2: Select the p best ranked genes for use in the 

Stage 2. 
Stage 2: The application of VNS. 
Calculate the normalised mutual information between all 

genes. 
Generate an initial solution s. 
l = 0; 
while l < itmax do 

k = 1; 
while k ≤ kmax do 

s′ = Shake method(s, k); 
s″ = SLS (s′, ip); 
if J (s″) ≥ J (s) then 

s = s″; 
k = kmax + 1% Return to the first neighbour. 

else 
k = k + 1; 

end if 
end while 
l = l + 1; 

end while 
sbest = s 
Return sbest. 

• VNSCor: VNSCor is The second approach which is 
derived from VNSMI, while the only two differences 
are: the SMI score is replaced by the SR score, and the 
normalised mutual information between the genes is 
replaced by the absolute correlation. 

4 Experiments 
The implementation of the proposed approaches is 
performed using MATLAB R2016a. To assess the proposed 
techniques, we measure the accuracy (LOOCV) of the 
output subset of genes using the Linear SVM and 1NN 
classifiers. 

4.1 Environment and datasets 

• Datasets: The datasets utilised to evaluate our methods 
are all related to cancer classification problems (DNA 
microarray), include binary classifications, and have 
been used in several state-of-the-art papers Table 1. 
And since our approaches are designed to deal with 
high-dimensional problems, then we have datasets 
characterised by a high number of genes (ranging 
between 2,000 and 15,154 genes) and a small number 
of samples (varying between 62 and 253 samples). 

• Preparation of datasets: The genes in the original data 
are continuous and had different scales. Therefore, we 
classified them in the first time using SVM, 1NN. So, 
the data is then scaled to give each gene a mean value 
of zero and unit variance. This values is used in the 
VNSCor technique. On the contrary, in order to 
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approximate the mutual information values between 
genes in V NSMI, the data is discretised using the 
following method: for each gene in the data we 
calculate the respective σ (standard deviation) and 
μ(mean), then the data of the gene vector which has a 
value greater than μ + σ/2 have been transformed to 1; 
values between μ –σ/2 and μ + σ/2 have been 
transformed into 0; and all values less than μ –σ/2 has 
been transformed into −1. 

Table 1 Characteristics of the datasets used 

Dataset # genes # samples # classes 

Colon (Alon et al., 1999) 2,000 62 2 
DLBCL (Statnikov et al., 
2004) 

5469 77 2 

Leukemia (Golub et al., 
1999) 

7,129 72 2 

Ovarian (Petricoin et al., 
2002) 

15,154 253 2 

Prostate Tumor Statnikov 
et al., 2004) 

10,509 102 2 

Prostate (Singh et al., 
2002) 

12,600 102 2 

4.2 Parameters 
In order to evaluate the proposed methods, the 
impemetations have been performed on Acer laptop with an 
Intel Core I5 2.30GHz processor and 8GB RAM. 

Several experiments were conducted in order to acquire 
a suitable parameterisation. For that, we fixed an initial 
values for the parameters, then we select one parameter, and 
at each run we change it until we get the best result. The 
procedure of adjusting each parameter is continued until the 
solutions could no longer be improved. The parameters of 
the proposed approaches are listed in Table 2. 

Table 2 Parameters used for experiments. 

Parameter Value 

The total number of chosen genes in the stage 1 
(Filter) p 

100 

The total number of neighbourhood structures (VNS) 
kmax 

15 

The maximum iterations number (VNS) itmax 200 
The probability of the intensification in SLS ip 0, 5 

5 Results and comparisons 
In order to evaluate the proposed methods, six datasets of 
(DNA microarray) have been used. Due to the 
nondeterministic nature of our methods, each dataset is 
subjected to 50 independent runs in order to generate more 
credible results. Table 3 illustrates the outcomes of gene 
selection using V NSMI and subsequently utilising the V 

NSCor approach. In all these methods, the classification 
accuracy is calculated using the 1NN and SVM (linear) 
classifier. To show the utility of this selection we have 
compared them to the SVM, 1NN classifiers without 
selection. The obtained results have been analysed based on 
the accuracy, number of genes employed, and execution 
time of our proposed approaches. 

From the Table 3, it is clear that VNSCor method 
combined with the SVM classifier shows the best 
performance among all methods on all datasets. On the 
other hand, the average of the selected genes using VNSMI 
is inferior to that using VNSCor for the majority of datasets 
except Ovarian and Colon datasets. The effectiveness of the 
presented methods is derived from the significant increase 
in classification accuracy (Table 3 Figures 5 and 6). Indeed, 
The VNSMI and VNSCor approaches minimise the number 
of genes used in all datasets while improving their accuracy 
compared to the use of the all subset of genes. In addition, 
our methods achieve perfect accuracy for 3 datasets 
(DLBCL, Leukimia and Ovarian) with less than 13 genes. 

Figure 5 Comparison of the average accuracy using (1NN) 
(see online version for colours) 

 

Figure 6 Comparison of the average classification accuracy 
using (SVM) (see online version for colours) 

 

The obtained results show that VNSMI and VNSCor 
perform similarly for the majority of datasets, while 
VNSCor having a little accuracy edge. In addition, the 
combination between our proposed methods and the SVM 
classifier surpasses the 1NN classifier. For all datasets, the 
VNSMI and VNSCor approaches achieved high accuracies 
using SVM and 1NN classifiers. While a classification of 
more than 95.1% using only less than 20 genes for five 
datasets. 
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Table 3 Comparison of SVM, 1NN, VNSMI and VNSCor (LOOCV) 

Datasets Performances 1NN SVM 
VNSMI(1NN)  VNSMI(SVM)  VNSCor(1NN)  VNSCor(SVM) 

best Avg.  best Avg.  best Avg.  best Avg. 

Prostate 
tumour 

Accuracy 82.35 92.16 95.1 95.1  97.06 97.06  95.1 94.04  98.04 96.53 
Genes 10,509 10,509 9 9  9 9  13 14.38  13 14.38 

Time of 
execution(s) 

- -  4.89      5.01    

DLBCL Accuracy 84.42 97.4 96.1 96.1  98.7 98.7  100 100  100 99.97 
Genes 5,469 5,469 10 10  10 10  13 16.64  13 16.64 

Time of 
execution 

- -  4.27  - -  - 4.4    

Leukemi
a 

Accuracy 100 100 100 100  100 100  100 100  100 100 
Genes 7,129 7,129 11 11  11 11  12 15.44  12 15.44 

Time of 
execution(s) 

- -  4.41      4.48    

Ovarian Accuracy 93.28 100 100 100  100 100  100 99.76  100 100 
Genes 15,154 15,154 20 20.94  20 20.94  8 12.54  8 12.54 
time of 

execution(s) 
- - - 5.49      5.63    

Prostate Accuracy 83.33 92.16 95.1 95.1  97.06 97.06  95.1 94.04  98.04 96.63 
Genes 12,600 12,600 9 9  9 9  13 14.56  13 14.56 

Time of 
execution(s) 

   4.82      4.94    

Colon Accuracy 79.03 79.03 82.26 79.1  79.03 77.45  88.71 85.03  88.71 87.52 
Genes 2,000 2,000 13 10.06  13 10.06  7 8,06  7 8.06 

Time of 
execution(s) 

   4.41      4,52    

Notes: Remark: the classification in SVM, 1NN is done in a single run. Accuracy: (leave one out cross validation ‘LOOCV’). 
Genes: The number of genes used. Avg.: The average of the 50 runs. SVM: The support vector machine classifier using a 
linear kernel. 1NN: The 1−nearest neighbour classifier. Time of execution: The average of execution time in seconds. 

 

We can find also from the Table 3 and Figures 5 and 6 that 
our gene selection methods are not specific just for one 
classifier, but also to wrapper approaches. Another point 
that makes our methods effective is the time of execution, 
while we can achieve a reasonable classification in a few 
seconds. 

Figure 7 Comparison of the number of genes used over 
generations for ‘Colon’ using VNSMI (see online 
version for colours) 

 

 

Figures 7, 8, 9, and 10 show the effectiveness of the 
proposed approaches in minimising the number of genes, 
and in maximising the fitness function based on ‘Colon’ 
dataset. We can notice that the results obtained by the 50 
runs are quite close, while the differences between the best 
and average solutions are a bit similar. The figures also 
demonstrate the importance of our multivariate filter 
approaches VNS-based in reducing the number of genes 
while maintaining high accuracy rates, this shows how the 
number of genes is combined in the objective function J. 

Explained cancer prediction models are developed by 
integrating gene selection and 1NN and SVM classifiers. 
With the gene selection strategy developed, we seek a set of 
genes whose relevance is maximum and redundancy is 
minimum using the VNS methaheureusitic, a SLS algorithm 
and a well-chosen objective function. The performances of 
our approaches are measured in terms of accuracy, number 
of selected genes and running time. The developed methods 
had high accuracy and the number of selected genes are less 
compared to the initial number. Form the presented results 
we can see that our gene selection approaches are  
well-founded based on the tests we conducted. Indeed, our 
approaches achieved good classification accuracy in the six 
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datasets studied. And since gene selection is a special case 
of feature selection, then the proposed approaches can be 
used for other tasks, namely: face recognition (Yang et al., 
2007), industry (Fernandes et al., 2019; Dai et al., 2015) and 
others (Jovic et al., 2015). 

Figure 8 Comparison of the number of genes used over 
generations for ‘Colon’ using VNSCor (see online 
version for colours) 

 

Figure 9 Comparison of the objective function’s evolution J for 
‘Colon’ using VNSMI (see online version for colours) 

 

Figure 10 Comparison of the objective function’s evolution J for 
‘Colon’ using VNSCor (see online version for colours) 

 

6 Conclusions 
In this work, two hybrid multivariate filter approaches for 
the gene selection in DNA microarray data are presented. 
The proposed approaches include a pre-selection phase that 
is accomplished using a univariate scheme filter. The 
univariate scheme is used to select a preliminary small 
subset of genes, then a VNS metaheuristic coupled with a 

SLS algorithm is used to get the best subset of genes. The 
proposed methods are designed to select a small subset of 
relevant, non-redundant genes from the original dataset. The 
experimental results reveal that the proposed methods are 
quite effective in terms of classification accuracy and 
number of genes selected. 
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