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Abstract: In order to improve the effect of emotion classification of students’ 
teaching evaluation, this paper studies the emotion classification of students’ 
teaching evaluation combined with deep learning technology. This paper 
presents a sentiment analysis method based on the sentiment dictionary of 
teaching evaluation as a cold start solution when the marking data is 
insufficient. This method builds a collocation dictionary for teaching 
evaluation, solves the polar context-related problems of emotion words, 
introduces parallel relation and similarity calculation, and designs multi-level 
polarity recognition strategies for emotion words, so as to improve the 
performance of emotion analysis. The research shows that the classification 
model of student teaching evaluation based on deep learning proposed in this 
paper has a good effect on emotion classification, and has a certain effect on 
promoting interaction between teachers and students. 

Keywords: student; teaching evaluation sentiment; classification model; deep 
learning. 
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1 Introduction 

Sentiment polarity classification refers to analysing and judging the positive and  
negative sentiments of texts, that is, positive and negative meanings. There are mainly 
two methods based on sentiment dictionary and based on machine learning. Generally, 
due to the richness of semantic expressions, machine learning is more accurate than 
sentiment dictionaries and has more flexibility. However, machine learning is extremely 
dependent on corpus, and it is doomed to fail to use classifiers trained in other fields to 
classify texts for teaching evaluation (Williamson and Eynon, 2020). Therefore, it is 
often necessary to prepare a large number of artificially labelled corpora for the required 
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field to retrain the classifier. However, dictionary matching is applicable to a wider range 
of corpora, but there is currently no universal dictionary that covers all fields of 
terminology. In general, the method based on machine learning do not consider the role 
of sentiment lexicon, while the method based on sentiment dictionary ignore the 
relationship between words (Taylor and Pagliari, 2018). In Kennedy (2018), the author 
tried to apply the method of combining sentiment dictionary and machine learning to 
hotel reviews and achieved good results. In Liang et al. (2018), the authors also 
integrated linguistic rules such as sentiment lexicon, degree adverbs, and negative words 
with the existing sentence-level long short-term memory (LSTM) sentiment classification 
model. Moreover, he considered the sentiment distribution between adjacent words and 
found that the bi-directional long short-term memory (Bi-LSTM) model based on 
linguistic rules has the best sentiment classification effect. Therefore, according to the 
characteristics of students’ teaching evaluation texts, this paper selects a machine 
learning classifier with better classification effect combined with a sentiment dictionary 
to classify the polarity of teaching evaluation texts on the basis of separately processing 
suggested sentences. At the same time, this paper verifies the effectiveness and feasibility 
of the method. 

The research on sentiment classification phrases is summarised as follows: there are 
two main ways to extract opinion words at this stage: one is direct extraction based on 
part of speech, including phrase pattern, sentiment dictionary construction, etc. (Etter  
et al., 2018); the other is indirect extraction based on opinion word comment object 
recognition, including extraction method of existing rules, extraction model based on 
syntactic analysis (Trottier, 2018). The two methods have their own advantages and 
disadvantages: direct extraction is not easy to miss emotional words, and the accuracy is 
relatively high, but it is not easy to obtain the comment objects of opinion words and the 
relationship between them; while indirect extraction can complete the ‘comment object – 
opinion words’ in one step. The extraction of opinion pairs, but it is easy to miss opinion 
words when the comment object is implied, and because of the uncertainty of the type of 
comment object, the construction of the comment object lexicon is much more 
complicated than the sentiment dictionary (Assumpção et al., 2018). Because students’ 
evaluation of teachers is multi-faceted, the construction of the thesaurus of comment 
objects is complex and difficult to be comprehensive. At the same time, the unstructured 
text of students’ evaluation of teaching leads to the more common implicit comment 
objects, which is prone to the phenomenon of missing opinion words. Therefore, this 
paper uses part-of-speech-based opinion extraction method (Chatterjee et al., 2015). 

The summary of human task research on emotional analysis of teaching evaluation is 
as follows: according to the different analysis granularity, text sentiment analysis tasks 
can be divided into: document level, sentence level, word level and attribute level. Since 
teaching evaluation is generally not very long, the task is divided into fine-grained 
sentiment analysis and processed as a fine-grained attribute-level sentiment analysis task 
(Grossi et al., 2018). Attribute-level sentiment analysis can be understood as the process 
of extracting the evaluation object (attribute) in the text and determining the sentiment 
tendency for the attribute. Pointed out that the process of extraction and identification of 
multiple groups is also developing (Pangrazio and Sefton-Green, 2020). In earlier 
research work, attribute-level sentiment analysis is also known as feature-based opinion 
mining (feature-based opinion mining). Later work further represents the opinion as a 
quadruple (g, s, h, t), where g represents the comment object (target), s represents the 
sentiment (sentiment), h represents the opinion holder (opinion holder), and t represents 
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the time. Comment objects usually contain entities and their attributes, so the above  
four-tuple can be transformed into a five-tuple (e, a, s, h, t). Attribute-level sentiment 
analysis is correspondingly defined as the extraction and identification process of the 
above-mentioned tuples (quadruples or quintuples). Since the teaching evaluation corpus 
is short, it is treated as an attribute-level corpus, so it is a fine-grained division task 
(Walsh, 2020). 

The research on emotional mining in classroom teaching evaluation texts is 
summarised as follows: Wiggins and Wilbanks (2019) proposed a sentiment analysis 
method of short Chinese texts based on teaching evaluation for the purpose of improving 
the quality of teaching and improving the effectiveness of teaching evaluation from the 
perspective of supervision experts. Aiming at the characteristics of Chinese short text 
teaching evaluation data being highly professional and sparse in features, a professional 
dictionary for teaching evaluation was established, and word vectors were trained with 
the Word2Vec language model to reduce the dimension of the attributes of the teaching 
evaluation data. The support vector machine (SVM) algorithm with three cores of the 
base kernel performs sentiment classification on the Chinese short text data in the 
teaching evaluation to judge the sentimental tendency of the evaluation. Budiharto and 
Meiliana (2018) analyses the sentiment tendency of classroom teaching evaluation text 
information, the purpose is to let teachers realise their own strengths and weaknesses 
objectively, and at the same time can improve teachers’ teaching methods and methods. 
Berendt et al. (2020) uses a LSTM network method based on multi-prototype word 
vectors to analyse the sentiment tendency of classroom teaching evaluation texts. The 
teaching evaluation corpus comes from the educational administration system, and 
150,000 teaching evaluations are manually annotated. The accuracy rates of the SVM 
system and the combined system of LSTM and Word2Vec are also compared. It is a 
further exploration of the existing teaching evaluation system based on machine learning. 
Ferguson and Caplan (2010) and others used a comparative analysis method combining 
data mining and emotion mining to conduct a comparative study on the quality of 
postgraduate teaching evaluation, showing that the emotional mining data and the 
teaching evaluation scale data have both correlations and differences. By comparison, we 
can better understand the nature of the quality of the teaching evaluation questionnaire. 

The research on intelligent learning methods for sentiment mining in text is 
summarised as follows: the step-by-step principle refers to designing test questions based 
on the differences in students’ cognitive and emotional development levels, so that the 
test results can present a certain gradient, and the levels and differences can be 
distinguished according to the students’ answers. The purpose of this test is to judge the 
effect of study sheet use according to Bloom’s taxonomy of educational goals. It is 
necessary to determine the cognitive level or emotional level of each student based on the 
answers of each student. Finally, the overall test results of the students reflect the use of 
study sheets in the performance of each dimension and level of Bloom’s taxonomy of 
educational goals (Ford et al., 2020). Therefore, the test must ensure the step-by-step 
nature of the test questions through the following ways: first, design a relatively open 
answer form and way, so that students’ answers can express their thinking process and 
emotional attitude as clearly as possible, and avoid the answer form restricting students’ 
thinking and emotional performance. Second, when testing whether students’ cognitive 
process has reached the level of inference, students are required to clarify their own 
thinking process and methods. Students’ inference results cannot be used as the only 
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basis for discrimination, so as to avoid students’ ‘guessing’ behaviour from affecting the 
accuracy of the test (Wagler and Hanus, 2018). 

Machine learning or deep learning methods often rely on a large number of training 
samples. If there are too few training samples or the distribution of data in different 
categories is uneven, it may lead to overfitting problems in model training. Therefore, in 
cases where the sample size is small or the category distribution is uneven, data 
augmentation methods can be used to improve this problem. 

In the field of student evaluation of teaching, this article aims to effectively integrate 
and analyse the fine-grained emotional analysis results (i.e., evaluation dimensions and 
corresponding emotional tendencies) of the evaluation text set, which focuses on the 
feedback of university student evaluation results and comprehensive evaluation of 
teaching quality, in response to the fact that teachers and their courses often have 
multiple evaluation texts (i.e., evaluation text sets). This improves the drawbacks of 
traditional research. 

This paper combines the deep learning technology to carry out the research on the 
sentiment classification of students’ teaching evaluation, and constructs the sentiment 
classification model of students’ teaching evaluation, which can effectively improve the 
teaching effect of colleges and universities. 

2 Sentiment classification model based on deep learning 

Machine learning or deep learning methods often rely on a large number of training 
samples. If there are too few training samples or the distribution of data in different 
categories is uneven, it may lead to overfitting problems in model training. Therefore, in 
cases where the sample size is small or the category distribution is uneven, data 
augmentation methods can be used to improve this problem. This article applies deep 
learning to the classification and evaluation of students’ teaching emotions, and improves 
the teaching effectiveness of intelligent teaching models through algorithmic models 

2.1 Sentiment analysis method for teaching evaluation dimension 

This paper will use the dictionary-based method and the deep learning-based method to 
solve the sentiment analysis task oriented to the teaching evaluation dimension. 

This paper proposes a teaching evaluation dimension sentiment analysis method 
based on the teaching evaluation sentiment dictionary. The overall flow chart of Figure 1 
is as follows (Makransky and Lilleholt, 2018). 

Sentiment words have obvious positive (positive, +1) and derogatory (negative, –1)  
polar emotional colours. Moreover, sentiment words can usually be divided into  
two categories: sentiment words that are not polar contexts and sentiment words that are 
related to polar contexts. Polarity is context-independent emotional words, as the name 
suggests, the polarity of such emotional words does not change with different contexts 
(that is, contexts). Generally, we can obtain the polarity of such sentiment words by 
querying public sentiment dictionary resources (such as WordNet, HowNet, etc.). 
Therefore, in the research of this paper, a basic dictionary will be constructed based on 
the public sentiment dictionary resources for the sentiment polarity recognition of 
students’ teaching evaluation texts (Park et al., 2018). 
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Figure 1 Sentiment analysis process based on teaching evaluation sentiment dictionary  
(see online version for colours) 

 

Identifying the polarity Psent of sentiment words is the key task of sentiment analysis 
based on the teaching evaluation sentiment dictionary in this paper. In this paper, parallel 
sentiment words and similarity calculation are introduced to identify the sentiment 
polarity of new words and further improve the polarity recognition performance. 

2.1.1 Polarity recognition based on juxtaposed emotional words 
There are side-by-side dependencies COO in students’ teaching evaluation texts, and 
students sometimes express emotional words side-by-side. At the same time, we think 
that the emotional tendencies of the juxtaposed emotional words are the same. Therefore, 
we can use juxtaposed sentiment words to identify the sentiment polarity of new words. 
The specific method is as follows. 

If S is a candidate set of juxtaposed sentiment words w whose sentiment polarity has 
been identified, we can use the principle of majority polarity to judge the sentiment 
polarity Pnew of the new word according to the polarity i

sentP  of the sentiment word senti 
in S. The calculation formula is as formula (1). If score ≥ 0, then the positive polarity  
co-words are in the majority, so Pnew = +1. Conversely, if score < 0, the negative polarity 
co-words are in the majority, so Pnew = –1. 

.isent
i S

score P
∈

=  (1) 
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2.1.2 Polarity recognition based on similarity calculation 
To further improve the performance of sentiment analysis, polarity recognition based on 
similarity calculation is supplemented here. For sentiment words whose polarity has not 
been identified, the cosine similarity value represented by word vector between them and 
sentiment words with identified polarity is calculated. Moreover, the polarity Pmax of the 
emotional word with the highest similarity value is selected as the polarity Pnew of the 
emotional word of unknown polarity, that is, Pnew = Pmax (i Badia et al., 2018). 

2.1.3 Multi-level sentiment word polarity recognition strategy 
The following introduces the specific content of the multi-level emotional word polarity 
recognition strategy proposed in this paper: 

Step 1 First, the algorithm uses the teaching evaluation collocation dictionary to 
perform the first round of matching. The algorithm identifies triples containing 
positive collocation Pos_Pair and derogatory collocation Neg_Pair, and marks 
the polarity of their corresponding sentiment words. 

Step 2 The algorithm then uses the basic dictionary to perform a second round of 
matching on the remaining unrecognised polar emotional words. If the sentiment 
word sent belongs to Pos_Dic, then Psent = +1. If the sentiment word sent 
belongs to Neg_Dic, then Psent = –1. 

Step 3 For the emotional words whose polarity is not identified in Steps 1 and 2, the 
algorithm uses the polarity recognition method based on parallel emotional 
words introduced above to determine the emotional polarity of the word. 

Step 4 For sentiment words whose polarity is not identified after the above strategies, 
the algorithm uses the polarity identification method based on similarity 
calculation introduced above to determine the sentiment polarity of the word. 

The multi-level sentiment word polarity recognition strategy in the previous section can 
effectively identify the polarity Psent of sentiment words in triples. This section will 
introduce how to implement the teaching evaluation dimension sentiment analysis of 
teaching evaluation texts through the sentiment polarity PUnit of the triplet, that is, to 
obtain the sentimental tendency of praise and depreciation corresponding to each 
teaching evaluation dimension label in the teaching evaluation text (Quesnel et al., 2018). 

1 Three-tuple sentiment polarity calculation 

 The modifier in the triplet is generally a negative word, which has a turning effect on 
the sentimental tendency of the opinion. Therefore, the sentiment tendency PUnit of 
the triple is not only related to the polarity of sentiment words, but also to the 
modifiers. The formula for calculating PUnit is as follows: 

Unit sentP m P= ×  (2) 

2 Sentiment analysis of teaching evaluation texts 

 Each teaching evaluation text contains multiple opinion element triples. After 
obtaining the polarity of each triplet, it is necessary to combine and deduplicate the 
triples with the same teaching evaluation dimension label and their polarity, so as to 
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obtain the sentiment tendency corresponding to each teaching evaluation dimension 
label in the teaching evaluation text (Pietarinen et al., 2019). 

2.2 Sentiment analysis based on DEABi-LSTM 

Deep learning has been widely used in the field of sentiment analysis because of its 
powerful representation ability. This section will study the use of deep learning methods 
to solve the problem of sentiment analysis under the given teaching evaluation 
dimension. This paper proposes a teaching evaluation dimension sentiment analysis 
model based on attention-based Bi-LSTM with dimension embedding (DEABi-LSTM) 
(Ding et al., 2018). 

In the DEABi-LSTM model proposed in this paper, the labelled LDA model is used 
to generate the teaching evaluation dimension probability distribution. It is used for the 
vector representation of a given teaching evaluation dimension and the dimension 
sentiment semantics embedding of the teaching evaluation dimension, which are 
described in detail next. 

The labelled LDA model is a supervised generation model, which is mainly used for 
multi-label document modelling. Figure 2 shows the structure of labelled LDA. 

Figure 2 Structure diagram of labelled LDA (see online version for colours) 

 

Different from the traditional LDA model, labelled LDA can make good use of label 
information. The labelled LDA model generation process is as follows: 

1 The algorithm first uses the Bernoulli experiment to generate a set of topic tags  
Λ(d) = {l1, l2, …, lK} for each document, where K is the number of different tags in 
the document set, lK ∈ {0, 1}. 

2 Secondly, the algorithm defines the label vector of document d as 
( )( ) { | Λ 1},dd
kλ k= =  and obtains the label mapping matrix L(d) of each document. 

3 Finally, the algorithm uses L(d) to reduce the dimension of the Dirichlet topic prior 
distribution α = (α1, …, αk)T to obtain a vector α(d) [formula (3)], which realises the 
generation of document topic distribution under the restriction of its own label (Yuan 
and Ip, 2018). 
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( )( ) ( )
1, ,d d
λ λdL= ∗ = α α α α  (3) 

 di is the vector representation of the ith teaching evaluation dimension, then the 
probability mean value d of the teaching evaluation dimension corresponding to the 
teaching evaluation text can be obtained, as shown in formula (4). 

1

1 N
ii

d d
N =

=   (4) 

LSTM is an improved model for recurrent neural network (RNN). Figure 3 shows the 
neuron structure of LSTM, which solves the limitation of long-distance dependence in 
RNN through its clever structure. Because of its unique advantages, LSTM has attracted 
extensive attention from scholars, and various LSTM variant models have gradually 
emerged, which further optimises the performance of the model in applications in various 
fields. 

Figure 3 LSTM neuron structure (see online version for colours) 

 

Bidirectional long short-term memory (Bi-LSTM) network is a variant model of LSTM. 
Figure 4 shows a schematic diagram of the structure of Bi-LSTM when dealing with 
sequence classification tasks. In the fine-grained sentiment analysis task, more perfect 
context information modelling and deep semantic feature learning are very important, so 
this paper adopts the Bi-LSTM model for sentiment analysis. 

The attention mechanism is a way of simulating the human visual selection process 
(attention) for resource allocation. 

At present, the attention mechanism has been applied to many types of specific 
models. The more commonly used attention framework is shown in Figure 4–Figure 5. 
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Figure 4 Example of classification using Bi-LSTM (see online version for colours) 

 

Figure 5 Attention frame (see online version for colours) 

 

In Figure 5, source consists of a set of elements, query is a target vector, and the attention 
mechanism can be understood as a mechanism that extracts a specific vector from a given 
vector set source according to the target vector query for weighted summation. The 
attention function used to generate attention value is introduced here, and the generation 
formula of attention value is as formula (5) (Wagler and Hanus, 2018). 

( )
1

, )( ,
L

i ii
SourceAttentionValue Query Similarity Query Key Value

=
== ∗  (5) 

In the sentiment analysis research on the teaching evaluation dimension in this paper, 
different teaching evaluation dimensions correspond to different emotional tendencies. 
Therefore, it is necessary to give more weights to semantic features related to specific 
teaching evaluation dimensions when building sentiment analysis models. At this time, 
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introducing the attention mechanism into the model will help improve the model 
performance. 

Figure 6 shows the structure of the DEABi-LSTM model proposed in this paper, and 
this section will introduce the model construction process in detail. 

Figure 6 Structure of the DEABi-LSTM model (see online version for colours) 

 

2.2.1 Input layer 
The input to the DEABi-LSTM model consists of two parts. For the teaching evaluation 
text containing N words, it is first converted into word vector form {w1, ···, wN}, namely, 
WordEmbedding, by the pre-trained word2vec model. Secondly, the LabeledLDA model 
is used to obtain the teaching evaluation dimension sentiment semantic word embedding 
{s1, ···, sN}. Finally, the fusion of {w1, ···, wN} and {s1, ···, sN} is used as the input of the 
model, which can make full use of the dimension information of teaching evaluation and 
make the semantics of the input vector of the model more perfect. 

2.2.2 Bi-LSTM layer 
Bi-LSTM can capture the contextual semantic features of teaching evaluation dimension 
and enhance long memory ability. ih


 is the output of the forward LSTM, ih


 is the output 

of the backward LSTM, then the combination of ih


 and ih


 is the output vector hi of the 
hidden layer. H is the feature matrix {h1, h2, …, hN} output by the hidden layer,  
H ∈ R2m×N, m is the size of the hidden layer. 
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2.2.3 Attention layer 
In the DEABi-LSTM model, the attention layer makes full use of the output H of the  
Bi-LSTM hidden layer and the given teaching evaluation dimension probability vector 
DimensionEmbedding. Moreover, it focuses on key parts of the teaching evaluation text 
in different teaching evaluation dimensions. 

First, it calculates the attention weight α, as in formula (6) and formula (7), where d is 
the probability distribution of the teaching evaluation dimension. 

tanh h

d N

W H
A

W d e
  

=   ⊗  
 (6) 

( )Tsoftmax w A=α  (7) 

Next, it obtains the text representation r with attention weight under the given teaching 
evaluation dimension information, as shown in formula (9), where r ∈ R2m. 

Tr H= α  (8) 

The feature representation h* of the teaching evaluation text finally obtained after passing 
through the attention layer, as shown in formula (9), where h*∈ R2m. 

( )* tanh .r x Nh W r W h= +  (9) 

2.2.4 Output layer 
The model can map the multi-dimensional teaching evaluation text feature representation 
h* to the sentiment tendency category (positive, negative) through the softmax fully 
connected layer. Finally, the output is the label probability distribution y of the sentiment 
tendency corresponding to the teaching evaluation text under the given teaching 
evaluation dimension, as shown in formula (10), where y ∈ R3. 

( )*
s sy softmax W h b= +  (10) 

In formula (6) to formula (10) in this section, Wh, Wd, Wr, Wx and Ws are weight matrices, 
and bs is bias terms. 

For the training of the DEABi-LSTM model, this paper adopts the sigmoid  
cross-entropy logarithmic loss function as the objective function to minimise the gap 
between the predicted results and the actual results, as shown in formula (11). 

( )
2

2

0

1( ) log || ||
2 i i F

i

J θ t y λ θ
=

= − +  (11) 

In formula (11), ti represents the model’s prediction result of sentiment tendency category 
for the ith teaching evaluation dimension label, and yi represents the actual result. The L2 
regularisation penalty term is added to the formula, λ represents the L2 regularisation 
coefficient, and θ represents the parameters in the model. 

In this paper, Adam algorithm is used as the optimiser, and dropout technology is 
used in the training process to prevent overfitting. The model initialisation excitation 
function adopts the tanh function. Finally, the model takes the emotional tendency 
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category with the highest probability of each given teaching evaluation dimension as the 
prediction result. 

In this paper, the emotional elements of the teaching evaluation dimension (subject 
words and emotional words), the teaching evaluation dimension and the emotional 
tendency in the teaching evaluation text are manually annotated. At the same time, in 
order to ensure the reliability of the annotated data, this paper invites two annotators to 
annotate the data respectively, and uses the kappa coefficient to test the consistency of 
the two annotations. The formula for the kappa coefficient test is shown in formula (12). 

1
a e

e

p pKappa
p

−=
−

 (12) 

In formula (12), pa refers to the agreement rate actually observed by the examiner, and pe 
refers to the expected agreement rate in theory. 

The confusion matrix shows basic quantitative statistics. In order to better measure 
the pros and cons of the model, three evaluation indicators, precision, recall, and F1 
value, are derived on this basis. The calculation formula is as follows: 

TPprecision
TP FP

=
+

 (13) 

TPrecall
TP FN

=
+

 (14) 

1 2 precision recallF
precision recall

×= ×
+

 (15) 

The precision rate reflects the proportion of all instances where the model predicted value 
is 1 correctly. The recall rate reflects the proportion of all instances where the model 
prediction value is 1 correctly. The F1 value combines the results of precision and recall. 

3 Sentiment classification model for student teaching evaluation based on 
deep learning 

When the text contains only emotional words with a certain tendency, the method of 
emotional dictionary matching is used, and the method of machine learning is used in 
other cases. This paper combines deep learning algorithms to build a sentiment 
classification model for student teaching evaluation based on deep learning, as shown in 
Figure 7. 

The sentiment classification framework is shown in Figure 8. 
The experimental environment for this article is Win1064bit, and the CPU model is 

Intel® Core (TM) i56500, with a RAM size of 16 GB. The segmentation tool used in this 
article is Jieba segmentation, and the segmentation mode is precise. The numerical 
calculation library used in the classification model is Numpy1.17.4, and the deep learning 
framework is Tensorflow. For other auxiliary calculations such as recall rate and F1 
score, scikit learn is used. The development library used for training Word2vec word 
vectors in this article is gensim. 
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Figure 7 Sentiment classification model for student teaching evaluation based on deep learning 
(see online version for colours) 

 

Figure 8 Sentiment classification framework (see online version for colours) 

 

After the above model is constructed, the sentiment classification model for student 
teaching evaluation based on deep learning proposed in this paper is tested. Moreover, 
this paper calculates the accuracy of the model for sentiment classification of students’ 
teaching evaluation, and finally obtains the results shown in Figure 9 through multiple 
sets of experiments. 

It can be seen from the above research that the sentiment classification model for 
student teaching evaluation based on deep learning proposed in this paper has a good 
effect on sentiment classification, and has a certain effect on promoting the interaction 
between teachers and students. 
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Figure 9 Sentiment effect test of sentiment classification model for student teaching evaluation 
based on deep learning (see online version for colours) 

 

A large number of experts and scholars have conducted analysis and research on 
feedback on teaching and course comments, and have achieved many research results in 
teaching evaluation. This study focuses on open teaching comments. Generally speaking, 
the purpose of feedback comments is to evaluate teachers’ teaching level and improve 
educational quality. In the era of the internet, comments have a new definition under 
online learning methods, helping students quickly locate the desired target services. 
Specifically, the newly designed model plays an important role in improving the teaching 
level of individual teachers, especially in effectively modifying teaching strategies, 
directly meeting the specific needs of students, and more effectively managing the 
classroom. The evaluation of closed survey questionnaires currently used by offline 
domestic schools. If we use an emotion phrase pattern matching model and conduct 
teaching evaluation through open answer emotion analysis, it can analyse the hidden 
student emotions in the comments, which is beneficial for its application in the field of 
education. Emotional phrase pattern matching can extract language patterns from text 
case studies, which is also a challenging issue in sentiment analysis case studies. 

In the future, it is necessary to continuously improve the intelligent algorithms for 
students to learn emotional analysis, and the improvement directions mainly include: 

• The development of custom pre-trained embeddings on education-specific text 
corpora. 

• Leveraging ensemble methods to combine the strengths of various deep learning 
architectures. 

• Incorporating attention mechanisms to highlight key phrases in evaluation texts. 

• Exploring transfer learning techniques to adapt pre-trained language models to the 
education domain. 
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4 Conclusions 

In order to improve the reliability of the teaching evaluation score so that it can better 
serve the formulation of strong rules, the original teaching evaluation score is modified to 
some extent. First of all, the teachers in the same teaching class show basically the same 
characteristics to each student. Second, each student has a self-assessment scale that is 
stable across all the courses the student takes in the same semester. We can calculate the 
difference between the original teaching evaluation score and the average of the two in 
units of teaching class and student self, respectively, and then use this difference to 
replace the original teaching evaluation score. This paper combines the deep learning 
technology to carry out the research on the sentiment classification of students’ teaching 
evaluation, and constructs the emotion classification model of students’ teaching 
evaluation. The research shows that the sentiment classification model for student 
teaching evaluation based on deep learning proposed in this paper has a good effect on 
sentiment classification, and has a certain effect on promoting the interaction between 
teachers and students. 

For the topic clustering section, the selection of clustering methods and initial sample 
points has a significant impact on the clustering effect. However, due to space issues, this 
article did not delve too much into how to select appropriate clustering algorithms and 
initial cluster centres, which is also worth considering. 
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