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Abstract: This paper analyses the adoption of learning analytics to predict 
at-risk students. A total of 233 research articles between 2004 and 2023 were 
collected from Scopus for this study. They were analysed in terms of the 
relevant types and sources of data, targets of prediction, learning analytics 
methods, and performance metrics. The results show that data related to 
students’ academic performance, socio-demographics, and learning behaviours 
have been commonly collected. Most studies have addressed the identification 
of students who have a higher chance of poor academic performance or 
dropping out of their courses. Decision trees, random forests, and artificial 
neural networks are the most frequently used techniques for prediction, with 
ensemble methods gaining popularity in recent years. Classification accuracy, 
recall, sensitivity, and true positive rate are commonly used as performance 
metrics for evaluation. The results reveal the potential of learning analytics for 
informing timely and evidence-based support for at-risk students. 
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1 Introduction 

Identifying at-risk students is a crucial responsibility for educators and educational 
institutions. At-risk students include those who are likely to drop out or fail to meet 
academic standards due to various factors such as socio-economic characteristics, 
learning disabilities, or lack of engagement (Laskey and Hetzel, 2011). Identifying these 
at-risk students in order to provide timely support will significantly and positively impact 
their academic and personal development. To address this issue, learning analytics has 
emerged as an effective tool for predicting at-risk students in the past decade. Learning 
analytics refers to the process of collecting, analysing, and interpreting data from various 
sources such as student performance, behaviours, and engagement to understand and 
optimise learning (Long and Siemens, 2011). With systematic management and data 
analysis related to student learning, learning analytics facilitates the identification of 
patterns and trends that reveal the students who are at risk of falling behind. This 
proactive approach plays an important role in helping instructors to offer personalised 
interventions for students who may require additional learning support. 

There has been a broad range of scholarly interest in utilising learning analytics to 
predict at-risk students. For example, Akçapınar et al. (2019) developed a model based on 
the k-nearest neighbours algorithm to forecast students’ academic performance at the end 
of a term, using interaction data in an online learning environment. Choi et al. (2018) 
applied logistic regression and linear regression to identify students at risk of failing a 
course by processing in-class clicker data. Bayazit et al. (2022) presented a predictive 
model for identifying at-risk students in a blended learning setting, and compared the 
performance of different learning analytics techniques for such purposes. Russell et al. 
(2020) investigated students’ use of a learning analytics platform that provides weekly 
performance feedback in a chemistry course. Their findings indicate that the use of the 
learning analytics platform by at-risk students is associated with achieving a passing 
grade at the end of the course. 

Despite the abundance of research on learning analytics for predicting at-risk 
students, relevant review studies on this topic have limitations, such as narrow scopes and 
limited data sources (Na and Tasir, 2017; Tamada et al., 2019; Li et al., 2022; Shafiq  
et al., 2022; Nurmalitasari et al., 2023). To address these limitations, this paper aims to 
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provide a comprehensive survey on the adoption of learning analytics for predicting at-
risk students. It seeks to answer the following research questions: 

1 What are the types and sources of data commonly collected to predict at-risk students 
using learning analytics? 

2 What are the targets of prediction to identify at-risk students through learning 
analytics? 

3 What are the learning analytics methods frequently employed for prediction? 

4 What are the performance metrics commonly used for evaluation of the prediction? 

2 Related studies 

The adoption of learning analytics has been increasingly popular in the educational 
context, and a wide range of review studies have been conducted. Some of these studies 
have provided a holistic overview of the learning analytics development in the education 
sector, covering the features and trends, research approaches, analytical techniques, 
benefits, and challenges (Avella et al., 2016; Wong, 2017; Wong et al., 2018; Viberg  
et al., 2018). There have also been reviews on particular areas. For example, Li and 
Wong (2020) analysed the features and patterns of learning analytics in STEM education. 
Omer et al. (2023) summarised the steps and benefits of integrating learning analytics in 
programming courses. Wong et al. (2023a) examined the application of learning analytics 
for personalised learning. 

Reviews on learning analytics have also addressed the specific purpose of making 
predictions. Sghir et al. (2023) identified five main areas of prediction, namely 
enrolment, performance, at-risk students, engagement, and satisfaction. Based on a 
summary of case studies on learning analytics dashboards which incorporate predictive 
analytics, Ramaswami et al. (2023) investigated how learning analytics have been used to 
meet the diverse needs and interests of different stakeholders. Li et al. (2024) reported an 
analysis on predictive analytics with respect to university student admission. 

There have been reviews related to learning analytics techniques for supporting  
at-risk students. For example, Li et al. (2022) conducted a review of empirical studies 
that adopt learning analytics to predict the likelihood of students persisting in STEM 
education delivered through massive open online courses (MOOCs) and online learning. 
They identified a range of student-related factors that contribute to retention, including 
individual features, enrolment properties, academic performance, and learning 
engagement. 

Tamada et al. (2019) surveyed the solutions used to predict student dropout in virtual 
learning environments. Their study revealed that supervised machine learning techniques, 
such as logistic regression and support vector machine, have been more commonly 
utilised for dropout prediction compared to unsupervised machine learning techniques. 
The data used in related studies covers diverse aspects, including clickstream data, forum 
participation, and event logs. 

In their study, Shafiq et al. (2022) investigated the factors that can aid in identifying 
high-risk students and those that fail to recognise such students in three learning 
environments, namely traditional learning, blended learning, and online learning. Their 
findings indicate that academic results are suitable data for predicting dropout, while 



   

 

   

   
 

   

   

 

   

   4 K.C. Li et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

time-related factors such as time spent in learning activities, and socio-demographic 
factors such as age and gender are less significant for predicting at-risk students. They 
also discovered that supervised machine learning and deep learning techniques are widely 
used in student retention. 

The study conducted by Nurmalitasari et al. (2023) presented a systematic review of 
studies that employed predictive learning analytics to predict student dropout rates. The 
review summarised the variables used to predict student dropouts and identified the 
characteristics of these variables, such as low frequency, nominal, and ordinal 
measurement levels. They also illustrated the data processing tasks such as data cleaning, 
data integration, data reduction, and data transformation, as well as learning techniques 
such as logistic regression, decision trees, support vector machine, and Naive Bayes. 

Na and Tasir (2017) investigated the identification of at-risk students by analysing 
their online learning behaviours. They discovered that most of the related work focused 
on the attributes or indicators for identifying at-risk students. The common ones include 
learning level, network data, and learning emotion. Logistic regression and decision trees 
were the most frequently used analytic techniques. Approaches to assist at-risk students 
mostly involve interventions in aspects such as course designs, teaching methods, 
pedagogical recommendations, and instructional materials. 

However, the existing reviews on the use of learning analytics for predicting at-risk 
students have limitations in terms of scope, such as focusing specifically on online 
learning in Li et al. (2022) and Tamada et al. (2019), and sources of data, such as 
covering only 39 studies as in Nurmalitasari et al. (2023), or only including publications 
up to 2017 as in Na and Tasir (2017). The present study aims to address these limitations 
by surveying the most recent related studies and analysing how learning analytics 
methods have been utilised to identify at-risk students. 

3 Research method 

3.1 Search strategies and selection procedures 

For this study, research articles addressing the use of learning analytics to predict at-risk 
students were searched in Scopus, which is a widely accepted database for literature 
reviews (Li and Wong, 2021; Wong et al., 2023a, 2023b). The keywords [(‘learning 
analytics’ OR ‘educational data mining’) AND (‘attrition’ OR ‘dropout’ OR ‘academic 
performance’ OR ‘final grade’ OR ‘final score’) AND ‘predict*’] were used to search 
relevant articles. The time range was limited to the past two decades, from 2004 to 2023, 
and the document type was set as ‘Article’. An initial search returned 412 articles, which 
were then screened according to the following inclusion criteria: 

1 The article presents the design and implementation of a learning analytics-based 
approach for predicting at-risk students. 

2 The article is written in English. 

3 The article is available in full text. 

Based on the above criteria, a total of 233 articles were finally included for further 
analysis. Figure 1 illustrates the flow chart for article search strategies and selection 
procedures. 
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Figure 2 presents the annual count of research publications on the adoption of 
learning analytics to predict at-risk students. There was an absence of relevant 
publications on this topic from 2004 to 2008, and no more than three publications in each 
year between 2009 and 2014. However, there has been a noticeable increase in the 
number of publications in the recent decade, particularly since 2018, and the trend peaked 
in 2022 and 2023 with 48 publications for each year. These findings imply a mounting 
interest in leveraging learning analytics to predict students who are at risk of academic 
failure. 

Figure 1 Procedures for search and selection of articles 

 

Figure 2 Publication years of the articles (see online version for colours) 
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3.2 Data extraction and coding 

Each selected article was thoroughly examined, and relevant information was extracted 
and categorised to address the research questions. The information covers the following 
aspects: 

1 types and sources of data used in prediction 

2 targets of prediction 

3 learning analytics techniques adopted for the prediction 

4 evaluation measures of the prediction. 

The data extraction and coding were conducted by two researchers. Any disagreements 
during the data examination process were discussed until a consensus was reached. 

4 Results 

4.1 Types and sources of data 

Table 1 reports the types and sources of data used to support the predictions in the 
studies. Students’ academic performance data was the most frequently utilised, followed 
by data on their socio-demographic information, online learning behaviour, and academic 
history. Offline learning behaviour data was least used for predicting at-risk students. 
These data were acquired through various sources.  

Academic performance data was collected from assessments, including scores of 
assignments, quizzes, exams, lab work, and projects, as well as course grades, and GPA. 

Socio-demographic information was acquired mainly through student surveys. This 
type of data includes  

1 demographic information such as gender, age, ethnicity, marital status, and health 
status 

2 socio-economic information such as employment status, financial support, residence 
type, family income, number of siblings, as well as parents’ educational level and 
occupations 

3 personal and social lifestyle such as alcohol consumption habits, time spent with 
friends, and romantic relationships 

4 psychological attributes such as learning motivation and anxiety. 

Online learning behaviour data was captured through learning management systems 
(LMS) and learning platforms. It involves clickstream data of student interactions with 
the LMS and learning platforms, including  

1 participation in events such as assignments, exercises, quizzes and forum discussion 

2 access to course materials such as course pages, e-books, lecture notes and videos 

3 frequency and time spent on involvement in such learning activities. 

Data on academic history was gathered from administrative records. Examples include  
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1 pre-enrolment background such as high school information, high school grades, and 
scores on standardised tests 

2 enrolment information such as admission test scores, reasons for selecting the 
school/programme, and mode of study 

3 data related to number of course failures and attempts, as well as attendance and 
absence records. 

Offline learning behaviour data involved learning behaviours inside and outside of the 
classroom, which could be obtained through student surveys and classroom observations. 
Instances include participation in after-school tutoring courses, time spent on studying, 
frequency of library visits, and data observed in face-to-face classes such as raising hands 
and taking notes. 
Table 1 Types and sources of data involved in the studies 

Type of data Source Frequency 
Academic performance Assessment 159 
Socio-demographic information Student surveys 135 
Online learning behaviour Learning management systems and learning 

platforms 
111 

Academic history Administrative records 95 
Offline learning behaviour Student surveys and classroom observations 25 

4.2 Targets of prediction 

Table 2 presents the targets of prediction addressed in related studies to identify at-risk 
students. Four types of targets were identified, with academic performance being the 
most frequently predicted, followed by students who may drop out from their courses or 
programmes. Additionally, one study focused on predicting student assignment 
submission, and another predicting student engagement. 
Table 2 Targets of prediction made in the studies 

Target of prediction Frequency 
Academic performance 176 
Course/programme dropout 62 
Assignment submission 1 
Engagement 1 

As shown in Figure 3, the majority of academic performance predictions were  
based on final grades (52%). Some studies used binary classifications such as 
successful/unsuccessful, at risk/not at risk, and pass/fail to denote academic performance 
(33%). GPA/CGPA were predicted relatively infrequently (13%), while mid/final exam 
scores were only predicted in 2% of the related studies. 
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Figure 3 Types of prediction under the academic performance category (see online version  
for colours) 

 

4.3 Learning analytics methods 

In the reviewed studies, three types of prediction tasks were identified, namely 
classification, regression, and clustering. Table 3 shows the top 10 techniques used to 
predict at-risk students based on their frequencies. Eight of these techniques were utilised 
for the classification task, with decision tree, random forest, and artificial neural network 
being the most popular. Multiple linear regression and linear regression, the 9th and 10th 
ranked techniques, were used for the regression task. 
Table 3 Top 10 most frequently used techniques to predict at-risk students 

Task Technique Frequency 
Classification Decision tree 129 

Random forest 102 
Artificial neural network 100 
Support vector machine 94 

Naïve Bayes 84 
Logistic regression 75 

k-Nearest neighbours 58 
Rule Induction/rule-based classification 22 

Regression Multiple linear regression 19 
Linear regression 15 

Table 4 Types of ensemble learning methods in the studies 

Ensemble approach Frequency 
Boosting 20 
Bagging 16 
Stacking 12 
Voting 5 
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About 9% of the studies reviewed employed ensemble learning to improve the accuracy 
of predictions by merging predictions from multiple models. Bagging, boosting, stacking, 
and voting are the four major types of ensemble learning methods. Some of the studies 
used at least two of these methods. Table 4 presents the distribution of the ensemble 
learning methods identified in the studies in terms of frequency. Boosting is the most 
commonly adopted method, followed by bagging and stacking, while voting is the least 
used method. 

4.4 Performance metrics 

A variety of performance metrics are available for measuring the prediction performance 
of machine learning models. Table 5 depicts the top 10 performance metrics that were 
most frequently adopted in the reviewed studies. The most frequently used performance 
metrics are accuracy/classification accuracy, which were identified in nearly two-thirds 
of the studies. Recall/sensitivity/true positive rate, precision, and F-measure/F-score/ 
F1-measure /F1-score were also commonly used, with a usage rate of about half of the 
total, respectively. These metrics, together with Area under the receiver operating 
characteristic curve, specificity/true negative rate, and receiver operating characteristic 
curve, were all used for the classification tasks. The remaining relatively less used 
metrics, such as root mean square error, mean absolute error, and coefficient of 
determination/R squared and Adjusted R squared, were used for the regression tasks. 
Table 5 Top 10 most frequently used performance metrics 

Task Performance metric Frequency 
Classification Accuracy/classification accuracy 155 

Recall/sensitivity/true positive rate 123 
Precision 107 

F-measure/F-score/F1-measure /F1-score 101 
Area under the receiver operating characteristic curve 47 

Specificity/true negative rate 20 
Receiver operating characteristic curve 16 

Regression Root mean square error 28 
Mean absolute error 22 

Coefficient of determination/R squared and Adjusted R 
squared 

21 

5 Discussion 

The findings address the four research questions in this study. The first research question 
concerns the types and sources of data used to predict at-risk students. The findings show 
that academic performance data collected from assessments is the most commonly used. 
Conventionally, students’ learning progress has been monitored based on academic 
results. Academic success has been regarded as a significant factor influencing student 
dropout (Sultana, et al., 2017; Nuanmeesri et al., 2022). As noted by Buenaño-Fernández 
et al. (2019), students’ previous academic performance has become a valuable source of 
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information for identifying students who may be at risk, and it is one of the most widely 
used applications of learning analytics. 

Socio-demographic information acquired through student surveys is another type of 
data commonly used in predictions of at-risk students. Previous studies have 
demonstrated that socio-demographic characteristics of students are key factors in 
predicting their academic performance and probability of dropout. Gender and age are 
among the most common demographic variables to predict academic success and student 
dropout. Notably, however, while some studies have found gender (e.g., Krishnan et al., 
2019) and age (e.g., Yasmin, 2013) to be major features affecting students’ academic 
performance and dropout decision, other studies have found these variables to not have a 
significant impact on the prediction (e.g., Alturki et al., 2022; Sithole et al., 2023; 
Tamada et al., 2022). This indicates that while socio-demographic information can be 
useful in predicting at-risk students, its predictive power may vary depending on the 
specific contexts and other variables included in the analysis. 

Online learning behaviour data, which can be recorded automatically in the databases 
of LMS and learning platforms, is also a frequently used source for identifying at-risk 
students. This would be relevant to the increasing popularity of online learning and the 
development of personalised learning (Wong et al., 2023a) and smart education (Li and 
Wong, 2022). Analysis of LMS activity data keeps teachers informed about the dynamics 
of students’ learning patterns and progress, helps discover potential at-risk students in a 
timely manner, and enables effective intervention to improve learning outcomes 
(Herodotou et al., 2019). For example, dropout prediction can be performed weekly by 
comparing the historical patterns of interaction with the data of current students, and alert 
messages can be sent to teachers so that they may take proactive and personalised actions 
to mitigate students’ learning problems (Cambruzzi et al., 2015). 

The second research question relates to the targets of prediction addressed in the 
previous studies. Most of the studies aimed to identify at-risk students by forecasting 
their academic performance. Poor academic performance, such as low final grades, 
course failure, and low scores in mid/final exams were commonly selected as target 
variables for the prediction. These variables have shown a significant correlation with 
student dropout, and their prediction is crucial in identifying the learning challenges that 
students encounter and informing teachers to provide timely support to them  
(Bedregal-Alpaca et al., 2020). For example, Cogliano et al. (2022) built a prediction 
model to identify students who were likely to perform poorly in a course, and provided a 
digital self-regulated learning skill training programme to some of these students as the 
treatment group. Their results showed that the treatment group students performed better 
than those struggling students who had not received the training in examinations. 
Moreover their performance did not even differ significantly from those who were 
predicted to perform well. 

The findings demonstrate that predicting course/programme dropout is another 
common target, which directly addresses the risk of dropout. Analysis of factors that 
contribute to academic failure and dropout helps teachers improve their teaching methods 
and provide a better learning experience for students. This can also aid educational 
institutions in developing effective strategies to reduce dropout rates. For example, Shiao 
et al. (2023) developed a learning platform that regularly updates data on students’ 
learning progress and dropout predictions. The platform alerts teachers about students 
who are struggling with their studies and provides students with personalised learning 
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recommendations on learning materials and methods. After three years of 
implementation, the dropout risk of students was found to have decreased. 

The third research question pertains to learning analytics methods used to identify  
at-risk students. The findings reveal that classification and regression are the two primary 
tasks that learning algorithms aim to accomplish. Consistent with previous studies, 
classification was found to be the most common task for identifying at-risk students 
(Huang et al., 2020; Yang et al., 2020). Among the machine learning algorithms, decision 
tree and random forest were the most commonly applied, and they have been evidenced 
to be effective in predicting academic performance (Huynh-Cam et al., 2021). The third 
frequently used machine learning method is Artificial Neural Network, which was 
utilised in 100 studies with 94 of them published between 2019 and 2023, indicating the 
growing popularity of this technique in recent years. This suggests the superior 
performance of this method and the useful insights it provides into the factors that impact 
the educational process (Sandoval-Palis et al., 2020).  

As claimed by Sghir et al. (2023), the selection of appropriate algorithms for 
predictive analysis depends on various factors, including the purpose and settings, dataset 
size, data characteristics, and prediction targets. Instead of relying on a single method for 
prediction, about 73% of the reviewed studies were found to involve more than one 
machine learning technique or algorithm. Some studies conducted experiments to 
compare the performance of multiple techniques and selected the best one (e.g., Orrego 
Granados et al., 2022; Ramaswami et al., 2019; Queiroga at el., 2022). Several studies 
used popular algorithms such as decision tree, linear regression, and support vector 
machine as baseline models to evaluate the prediction performance of the proposed 
model (e.g., Alhassan et al., 2020; Nayak et al., 2023). 

It has been observed that the use of ensemble methods has rapidly increased in recent 
years. They feature a combination of several algorithms or baseline models into one 
optimal model to complement the limitations of different models so as to achieve a higher 
prediction accuracy (Siddique et al., 2021). By leveraging the power of various machine 
learning techniques, ensemble models have often attained solid accuracy, which is indeed 
superior to those single-based models (e.g., Nahar et al., 2021; Predić et al., 2018; Verma 
et al., 2022). Major types of ensemble methods employed in the reviewed studies include 
boosting, bagging, stacking, and voting. Boosting generates and combines several weak 
models into a strong one, which can help reduce bias and prediction errors. Bagging is 
mostly used to reduce variance in noisy data. Stacking combines the predictions of 
different based models with a single meta model to minimise error and enhance 
prediction accuracy, which is ‘useful when different techniques are all good for tackling 
the same problem, but in different ways’ (Talamás-Carvajal and Ceballos, 2023, p. 
12171). Voting is an algorithm that is used to aggregate multiple decisions either by 
majority vote or plurality to improve the overall prediction performance. In the reviewed 
studies, these ensemble methods were used not only individually, but also in combination 
(e.g., Balcioğlu and Artar, 2023; Memon et al., 2022). 

The fourth research question concerns the performance metrics used for evaluating 
the predictions. The findings reveal that the performance metrics are determined by the 
learning analytics tasks. For classification tasks, accuracy, recall, precision, and  
F-measure have been frequently used to assess performance in related studies. For 
regression tasks, common metrics include root mean square error, mean absolute error, 
and coefficient of determination. Notably, although accuracy is the most widely used 
performance metric, this metric may generate misleading evaluation results about the 
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prediction performance of models when the data is not distributed in a balanced way 
(e.g., the number of students who drop out is significantly smaller than the number of 
those who persist) (Barros et al., 2019). 

6 Conclusions 

This study analysed the literature on the prediction of at-risk students through learning 
analytics. It provides a comprehensive overview of how the research and practice is 
developing in this domain. The findings revealed the main types of data with various 
sources used for predictions, including academic performance data, socio-demographic 
information, online learning behaviour data, academic history, and offline learning 
behaviour data. Using multiple sources and types of data were recommended for learning 
analytics to improve precision and accuracy (Carter et al., 2017), highlighting the need to 
combine various data types (Omer et al., 2023). Most studies addressed the identification 
of students who have a higher chance of poor academic performance or dropping out of 
their courses, indicating that the primary goal of learning analytics in predicting at-risk 
students is to provide early interventions to prevent academic failure and dropout. The 
findings also showed that a broad range of learning analytics methods and performance 
metrics were used in the studies to serve specific tasks, and most studies adopted multiple 
techniques and metrics. These results suggest that the use of multiple techniques and 
metrics is necessary to improve the overall effectiveness of learning analytics in 
predicting at-risk students. 

These findings provide insights for future research in the field. With the rapid 
advancement of artificial intelligence, it would be worthwhile exploring the potential of 
using relevant techniques for predicting at-risk students. Furthermore, the findings reveal 
the need to investigate the differences in at-risk student patterns across multiple subject 
disciplines. Furthermore, future studies need to examine the relationships between the 
targets of prediction, the data used for prediction, the analytics techniques, and the 
performance metrics for evaluation. This would help to identify the most effective 
combination of these factors in different contexts for predicting at-risk students. 
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